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Résumé & Abstract

Résumé

Le sujet de la these est la simulation numérique d’'un écoulement diphasique eau-gaz
couplé a des réactions chimiques. Ce sujet a des applications dans de nombreux prob-
lemes liés a 'environnement. L’application qui nous intéresse est la séquestration du
dioxyde de carbone (CO,) dans un aquifére salin.

Lors de sa capture et de son stockage, le CO, est tout d’abord capturé a sa source,
transporté sous forme liquéfiée puis injecté a haute pression sous forme gazeuse dans un
aquifere salin profond. La simulation numérique est un outil essentiel pour s’assurer que
le CO,, restera piégé pendant des centaines voire des milliers d’années. Plusieurs mé-
canismes de piégeage peuvent étre combinés afin d’atteindre cet objectif. On s’intéresse
dans cette these au piégeage par solubilité (le CO, gazeux est dissout dans I'eau lorsqu'’il
remonte vers la surface) et a plus long terme, au piégeage minéral (le CO, réagit avec
la matrice rocheuse pour former des minéraux tels que la calcite par exemple). Ainsi,
comprendre comment le CO, réagit chimiquement avec son environnement devient un
enjeu important pour son devenir a long terme.

La thése comporte 4 chapitres. Le Chapitre 1 est une introduction a la probléma-
tique générale de I'écoulement diphasique multi-composants en milieu poreux, avec
ou sans réactions chimiques. Il présente une revue de la littérature, et un résumé des
chapitres suivants.

Le Chapitre 2 présente une discussion détaillée des phénomenes physiques et chim-
iques qui rentrent en jeu, et de leur modélisation mathématique. Le modéle que nous
utilisons est celui d'un écoulement diphasique a deux composants en milieu poreux,
couplé au transport réactif. Ce modele conduit & un grand nombre d’équations aux
dérivées partielles, couplées a des équations algébriques décrivant 1’évolution de la
concentration de chaque espece a chaque point du maillage. Une solution consistant
a résoudre le systéme tout entier (approche totalement implicite) est possible, mais
présente de nombreuses difficultés d’'un point de vue numérique. Nous avons ainsi
opté pour une approche découplée dans laquelle '’écoulement diphasique et le transport
réactif sont calculés séquentiellement. L'un des principaux avantages de cette approche
est qu’elle permet de réutiliser des codes testés et validés séparément pour chaque sous-
probléme. Un autre avantage est qu’elle évite de devoir résoudre un grand systéme sou-
vent trés mal conditionné a chaque pas de temps, comme pour le probléme totalement
couplé

Comme ce sont des ingrédients essentiels a notre approche, nous avons décrit en
détail au Chapitre 3 les codes utilisés pour I’écoulement diphasique a deux composants
ainsi que pour le transport réactif. Le cadre général que nous avons utilisé est DuMu*



vi

(un simulateur libre et open-source pour les écoulements en milieu poreux). Le solveur
pour ’écoulement diphasique a deux composants était déja présent dans I’environnement
et nous avons validé son utilisation par de nombreux tests numériques. Nous avons
par ailleurs développé de nouveaux modules, tout d’abord pour le transport seul puis
pour le transport réactif, le code pour le transport réactif étant lui méme basé sur une
approche séquentielle itérative entre le transport et la chimie. Pour la résolution de
I’équilibre chimique, nous avons utilisé le code ChemEqLib développé en interne.

Le Chapitre 4 décrit de maniére détaillée la méthode utilisée pour découpler les
sous-problemes. Un inconvénient d’une telle approche est une possible perte de préci-
sion par rapport a une approche globale. C’est pour cela que nous avons bien détaillé
la procédure de découplage afin que les approximations responsables d’'une perte de
précision soient bien identifiables. Nous décrivons ensuite le nouveau module de haut
niveau réalisé pour le couplage des deux sous-problemes (écoulement et transport réac-
tif). Uensemble de la méthode est validée a travers des exemples de tests pris dans la
littérature et qui décrivent des scénarios typiques de stockage du CO,,.



Abstract

The subject of this thesis is the numerical simulation of water—gas flow in the subsurface
together with chemical reactions. The subject has applications to various situations in
environmental modeling, though we are mainly concerned with CO,, storage in deep
saline aquifers.

In Carbon Capture and Storage studies, CO, is first captured from its sources of ori-
gin, transport in liquefied form and injected as gas under high pressure in deep saline
aquifers. Numerical simulation is an essential tool to make sure that gaseous CO,, will
remain trapped for several hundreds or thousands of years. Several trapping mecha-
nisms can be brought to bear to achieve this goal. Of particular interest in this thesis
are solubility trapping (whereby gaseous CO, dissolves in the brine as it moves up-
ward) and, on a longer term, mineral trapping (which causes CO, to react with the
surrounding rock to form minerals such as calcite). Thus, understanding how CO,
reacts chemically becomes an important issue for its long term fate.

The thesis is composed of four chapters. The first chapter is an introduction to
multicomponent two-phase flow in porous media, with or without chemical reactions.
It presents a review of the existing litterature, and gives an outline of the whole thesis.

Chapter 2 presents a quantitative discussion of the physical and chemical phenom-
ena involved, and of their mathematical modeling. The model we use is that of two-
phase two-component flow in porous media, coupled to reactive transport. This model
leads to a large set of partial differential equations, coupled to algebraic equations, de-
scribing the evolution of the concentration of each species at each grid point. A direct
solution of this problem (a fully coupled solution) is possible, but presents many diffi-
culties form the numerical point of view. Moreover, it makes it difficult to reuse codes
already written, and validated, to simulate the simpler phenomena of (uncoupled) two-
phase flow and reactive transport. We thus opted for a decoupled approach, where the
two-phase flow and reactive transport subsystems are solved sequentially. The main
advantage of this approach is that it lets us reuse well tested software codes to solve
these two subsystems. Another advantage is that we avoid having to solve a very large,
and possibly ill-conditioned system of equations at each time-step.

The codes we have used for both the two-phase two-component flow and the reac-
tive transport problems are described in details in Chapter 3, as they will be essential
ingredients in the solution process. The overall framework we have used is the DuMu®
library (a free and open-source simulator for flow and transport processes in porous
media). The two-phase flow solver was already present in the framework (though we
have validated its use). To solve the reactive transport problem, we have implemented a
new module in the DuMu* framework that solves a single phase multicomponent prob-
lem, and we have coupled it with a locally developped code for chemical equilibrium
call ChemEqLib, through a sequential iterative approach.

In Chapter 4, we discuss the decoupled solution method, based on the individual
codes described previusoly. A possible drawback of the approach is that some accuracy
may be lost in the decoupling process. For this reason, we have gone into much detail
when presenting the decoupling procedure, so that the additional approximation so
introduced will be visible. We then present the high level module that implements the
sequential coupling procedure. We describe the method used, and show its validation
on test examples from the literature that describe typical CO, storage scenarios.
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Résumé long

Le stockage géologique du dioxyde de carbone (CO,) est considéré comme I'une des
stratégies les plus prometteuses pour atténuer les conséquences des gaz a effet de serre
qui sont les principaux responsables du réchauffement climatique. Compte tenu des
échelles de temps qui interviennent (plusieurs milliers d’années), ’évaluation de la via-
bilité du stockage géologique nécessite I'utilisation de la simulation numérique puisque
les expérimentations sont impossibles et les prédictions indispensables. Plusieurs mé-
canismes physiques et géochimiques de piégeage doivent étre combinés afin d’assurer
un niveau élevé de confinement. Le piégeage géochimique devient notamment tres
important sur les trés longues échelles de temps. En effet, la dissolution du carbone
dans l'eau se produit seulement au bout de dizaines d’années alors que la formation
de minéraux carbonés peut nécessiter plusieurs milliers d’années. Il devient donc pri-
mordial de prendre en compte les interactions entre les espéces chimiques présentes en
solution et la matrice rocheuse. La séquestration du CO, dans un aquifére salin conduit
ainsi a '’étude d’un écoulement diphasique (eau-gaz) couplé avec la géochimie (étude
des réactions). Les équations régissant ce modéle sont obtenues en écrivant les équa-
tions de conservation de la masse, la loi de Darcy généralisée et la loi de la pression
capillaire. Le couplage avec la chimie intervient par I'intermédiaire des taux de réac-
tions, qui peuvent étre soit des fonctions (non-linéaires) données des concentrations,
dans le cas de réactions cinétiques, soit inconnus pour des réactions a 'équilibre. Dans
ce dernier cas, chaque réaction donne lieu a une loi d’action de masse, soit une relation
algébrique liant les concentrations des espéces concernées. D’un point de vue math-
ématique, la simulation numérique du stockage géologique du CO, nécessite donc de
résoudre un large systéme d’équations aux dérivées partielles (décrivant '’écoulement
diphasique compositionnel) ainsi que des équations différentielles algébriques ou ordi-
naires modélisant les réactions chimiques. L'objectif de cette thése est de proposer un
méthode numérique afin de résoudre ce systeme.

De nombreux travaux concernant les écoulements multiphasique multicomposant
d’une part et le transport géochimique d’autre part existent dans la littérature. Récem-
ment, plusieurs références sur le couplage entre les deux problemes sont apparues.
Généralement, pour les problémes couplés, il existe principalement deux types d’approches.
La premiére approche est une approche complétement couplée qui consiste a résoudre
un systeme non linéaire rassemblant toutes les équations a chaque itération en temps.
La seconde approche, plus répandue dans la littérature, est une approche séquentielle.
Dans ce cas, ’écoulement et le transport réactif (voire I'écoulement, le transport et
la chimie) sont résolus séquentiellement a chaque itération en temps, éventuellement
dans une boucle itérative. A notre connaissance, aucune étude comparative n’existe en-
core afin de quantifier la perte de précision de cette approche par rapport a 'approche
complétement couplée, mais son gain dans la mise en ceuvre et 'économie en temps de
calcul sont assez évidents. Ainsi, c’est cette approche que nous avons choisie de suivre
dans cette these.

Le premier chapitre de cette thése en présente la problématique. Nous avons effec-
tué une revue de I'état de I’art et une liste non exhaustive de références sur les différents
modeles utilisés pour le stockage du CO, est proposée. Le premier modele considéré
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est un modele d’écoulement diphasique compositionnel sans réaction chimique. Dans
la revue de I’état de I’art, nous nous sommes focalisés sur une des principales difficultés
numérique de ce modele, a savoir le choix des variables physiques a utiliser pour la ges-
tion de I'apparition ou la disparition d'une phase. Nous avons ensuite décrit un modéle
d’écoulement diphasique compositionnel avec transport réactif. Par définition, ce mod-
éle tient compte des réactions géochimiques. La encore, une revue de 'état de I'art
est proposée d’une part pour les principales approches utilisées dans la littérature (ap-
proche totalement couplée et approche séquentielle) et d’autre part sur les méthodes
utilisées pour résoudre le probléme de transport réactif (approche séquentielle itérative
ou non, approche globale implicite...).

Dans le second chapitre, nous avons décrit en détail le modele physique utilisé
pour un écoulement multiphasique multicomposant avec transport réactif. Le systeme
d’équations obtenu comporte des équations aux dérivées partielles provenant essen-
tiellement des équations de conservation de la masse couplées a des équations al-
gébrique provenant de la chimie. Notre choix d’approche séquentielle nous a conduit
a diviser ce systeme en deux sous-systemes: le premier étant dédié a un écoulement
diphasique avec deux constituants (eau-CO,) et le second au transport réactif. Pour
cette raison, nous avons aussi décrit en détail les deux modéles physiques utilisés dans
ces sous-systemes.

Dans le troisieme chapitre, nous nous sommes focalisés sur la simulation numérique
de chacun de ces deux sous-problémes. Nous avons décidé d’utiliser un logiciel nommé
DuMu*. DuMuX (DUNE for Multi-Phase, Component, Scale, Physics,..) est une plate-
forme de simulation numérique pour des problémes de transport et d’écoulement en mi-
lieu poreux. DuMu” inclut plusieurs modeles standards de complexité variée, allant du
simple écoulement monophasique isotherme a un écoulement multiphasique multicom-
posant non-isotherme. L'utilisation d’un environnement existant et bien concu tel que
DuMu” pour implémenter nos algorithmes a présenté plusieurs avantages. L'environnement
fournit en effet la plupart des outils numériques nécessaires pour I'implémentation de
nouvelles méthodes numériques (gestion du maillage, discrétisation spatiale et tem-
porelle, solveurs...). Pour le premier sous-probléme (écoulement deux-phases deux-
constituants), nous avons utilisé un modele déja existant dans DuMu*. Ce modele
utilise une approche totalement implicite. La discrétisation spatiale est réalisée par
une approche volumes-finis centrés aux sommets tandis que pour la discrétisation tem-
porelle on utilise un schéma d’Euler implicite. Nous avons réalisé plusieurs cas test ex-
istants dans la littérature qui nous ont confirmé les capacités du simulateur choisi. Pour
le second sous-probleme (transport réactif), nous avons choisi une approche séquen-
tielle itérative (SIA) qui consiste a résoudre successivement les équations de transport
et 'équilibre chimique. Dans ce cas, nous avions donc besoin d’une part d’'un solveur
pour résoudre les équations de transport et d’autre part d’'un solveur pour résoudre
I'équilibre chimique. Pour le probléme de transport, nous avons tout d’abord implé-
menté dans DuMu* un modeéle d’écoulement monophasique multicomposant en modifi-
ant un modele existant. Ce nouveau modéle a été validé sur un cas test analytique. Pour
la résolution de I’équilibre chimique, nous avons utilisé le code ChemEqLib développé
en interne. A nouveau, différents cas tests ont été réalisés et ont validé le code. Fi-
nalement, nous avons couplé ces deux modules afin de réaliser I'approche séquentielle



itérative dans 'environnement de DuMu® puis validé notre nouveau module de trans-
port réactif par différents cas tests.

La principale contribution de la these figure dans le quatrieme chapitre ot nous
présentons notre approche séquentielle pour la résolution de ’écoulement diphasique
multicomposant avec transport réactif. I'approche séquentielle consiste a résoudre
successivement I'écoulement diphasique et le transport réactif. Dans la littérature,
plusieurs codes utilisent cette approche mais la procédure de couplage entre les deux
sous-problemes n’est pas toujours explicite. Nous souhaitions donc proposer un algo-
rithme ot le couplage entre les deux sous-problémes est justifié de facon rigoureuse.
L'idée principale de notre approche est la séparation des composants chimiques en com-
posants dominants et en composants mineurs. Cette séparation est basée sur I'influence
qu’ont ces composants sur les parametres physiques. Ainsi les composants dominants
possedent des concentrations élevées par rapport aux composants mineurs et ont par
conséquent une grand influence sur certains parametres physiques tels que les densités
de chaque phase, les viscosités, etc. Nous avons ainsi reformulé le modele physique
initial en introduisant cette notion de séparation entre les composants dominants et
mineurs. Cette nouvelle formulation facilite le découplage car on peut identifier plus
facilement deux sous-problémes. Dans un premier temps, on résout un écoulement
simplifié avec deux phases et deux constituants en considérant I'eau et le CO, comme
des composants dominants. On obtient alors I'évolution des pressions, des saturations
et des concentration de I'eau et du CO,. Les contributions des composants mineurs sont
alors soit négligées, soit explicitées, c’est a dire prises a l'itération précédente. Dans un
second temps, on résout un probleme de transport réactif pour les composants mineurs
grace a la vitesse calculée par le sous-probléme régissant ’écoulement. En retour, le
transport réactif calcule comment la matrice est dissoute, permettant la mise a jour de
la porosité. Cet algorithme a été implémenté dans DuMu” en couplant les deux mod-
ules présentés et validés dans le second chapitre. Finalement, notre approche a été
validée par plusieurs cas test, ce qui a montré son bien fondé.

Plusieurs perspectives sont désormais envisageables. Tout d’abord, il faudrait réaliser
des tests de convergence et des études de robustesse de la méthode de couplage que
nous avons proposée pour s’assurer de sa précision. Il faudrait aussi mieux compren-
dre l'influence des composants mineurs sur I’écoulement et le cas échéant, développer
puis tester une stratégie itérative pour le couplage écoulement-transport réactif. Nous
avons considéré que toutes les réactions chimiques sont a I’équilibre. Il faudrait donc
aussi pouvoir aussi prendre en compte des réactions cinétiques, et des réactions mixtes
équilibre-cinétique. Enfin, il faudrait procéder a I'implémentation 3D parallele de notre
stratégie. L'environnement de DuMu” est déja parallélisé mais la difficulté est de con-
cevoir une stratégie d’équilibrage de charge qui soit valable a la fois pour la chime et
I’écoulement.
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General Introduction

Contents
1.1 IntroduCtion . . . . .t o v vt ittt e ettt ettt et e 1
1.2 Description of the geological storage of CO, ................ 1
1.3 Two-phase multicomponent flow in porous media: models and re-
viewof existing work . . ... ... ... .. i e e e 3
1.4 Two-phase multicomponent flow in porous media with reactive trans-
port: application to geological storageof CO, ............... 5
1.4.1 Models with reactive transport . . .. ... ... ............ 6
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1.1 Introduction

This chapter gives a general introduction to the topic of the thesis and a short overview
of its contributions.

In the second section we describe the goal of a geological CO, storage. In the
third section we give a short review of a first type of existing physical models which
can be used for description of CO, storage process. These models consider a two-phase
multicomponent flow in porous media. In the fourth section we present the second type
of models: two-phase multicomponent flow in porous media with reactive transport
that additionally takes into consideration the chemical processes observed during CO,
storage in a saline aquifer. Also in this section we describe two possible approaches for
the numerical simulations of such type of physical models: fully-coupled approach or
sequential approach and compare their main advantages and technical difficulties. In
the last section of the general introduction we give an outline of the thesis contents.

1.2 Description of the geological storage of CO,

This section is based on the book "Geological storage of CO,. Modelling approaches for
large-scale simulation”, Nordbotten, J. M. and Celia, M.A. [49].
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Global warming The global climate is a highly complex system that depends on many
parameters and has been subject to various changes within geological times. During the
last decades, a trend of rising average global temperature has been observed. Increas-
ingly scientists are connecting rising temperatures with increasing amounts of green-
house gases in the atmosphere. Greenhouse gases absorb radiation within the thermal
infrared range emitted from the surface of the earth and can therefore cause a heating-
up of the atmosphere.

The primary greenhouse gases in the Earth’s atmosphere are water vapor, ozone,
carbon dioxide, methane, nitrous oxide. These gases reside naturally in the atmosphere
and greatly affect the temperature of the Earth: without them, Earth’s surface would
average about 33 °C colder. Due to human activities, the amounts of three of them
(carbon dioxide, methane, nitrous oxide) have been increasing since the beginning of
the industrial revolution. With respect to the anthropogenic greenhouse gases, CO, is
the most abundant, because it is emitted into the atmosphere in large quantities.

The atmospheric concentrations of CO, have increased since the beginning of the
industrial era in the second half of the 18th century from 280 ppm (parts per million),
which had persisted for the previous 10,000 years with a variability of maximal 20 ppm,
to a value of 379 ppm in 2005. Several scenarios describing the emission of greenhouse
gases and models for the estimation of their influence on the global climate have been
examined by the members of the Intergovernmental Panel on Climate Change (IPCC).
Depending on the assumptions and the climate model, global temperature increases
between 1 and 6 °C were predicted by the year 2100. It is very likely that such temper-
ature change can cause that a lot of regions could face dramatic problems as a result of
changed local climate.

Solution - underground storage To prevent catastrophic climate change in the near
future, humankind should significantly reduce the level of greenhouses gas emission,
especially carbon dioxide emission. Some possible ways of decreasing CO, emissions
are the following:

e Improving the energy efficiency of existing technologies: the use of less energy,
for the same output diminishes emitted CO,.

e Using alternative energy sources: wind, solar and hydro-power do not produce
CO, emissions. Biomass/wood as a fuel emits only the amount of carbon dioxide
that was extracted from the atmosphere in the first place; it is emission neutral.

e Capturing CO, and storing it for long periods of time (hundreds of years) in
geological formations.

The subject of this thesis is the investigation of this last possibility - the long-term
storage of CO, in deep aquifers, known as Carbon Capture and Storage (CCS).

Physical phenomena during storage process In order to act as a climate change
mitigation measure CCS needs to be implemented globally on a large scale. Currently,
there are only a few large-scale saline aquifer storage projects, such as the Sleipner
project in the North Sea (Torp and Gale [65]), the Snohvit project (Maldal and Tap-
pel [41]) in the Barents Sea or Lacq-Rousse project [55] in Aquitaine. For the efficient
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implementation of this technology, large-scale projects accompanied by detailed moni-
toring, risk and feasibility studies are crucial.

One important pillar for the realization of CO, storage projects is numerical mod-
elling. Based on geological data, numerical models can be applied for a first screening of
potential storage sites. Further, they are needed for risk assessment, capacity estimates
and feasibility evaluations. The requirements on the modelling tools are high. Depend-
ing on the specific question, they need to be capable of describing complex processes
observed during CO, sequestration in geological media such as:

Physical processes

e Static trapping (using structural and stratigraphic traps or man-made cav-
erns, etc.): the flow of CO, is impeded by a physical low-permeability bar-
rier.

e Residual CO, trapping: the CO, is trapped in the pore space at irreducible
gas saturation; the flow of CO, is not possible because of the inter-facial
tension between CO, and formation water.

e Hydrodynamic trapping: a combination of different mechanisms, including
all the possible physiochemical mechanisms.

Chemical processes

e Solubility trapping: as the carbon dioxide flows in the subsurface, it dis-
solves in the brine which initially fills the pores of the storage formation;
dissolved CO, mass does not flow upwards because of density differences.

e Mineral trapping: depending on the properties of brine and rock, the CO,
reacts with the formation and forms minerals.

Static and hydrodynamic trappings are the most important trapping mechanism
while CO, is being injected into the formation and as long as the plume is moving in
the subsurface. With time the plume stagnates and residual and solubility trapping
become the predominant CO, traps. After at least several hundreds of years, mineral
trapping may become the most important trapping mechanism.

Appropriate model The aim of this work is to build a geochemical model that can
describe the physical and chemical processes observed during CO,, sequestration. The
physical model elaborated in this thesis is based on the model of two-phase multicom-
ponent flow in porous media with incorporation of the different types of chemical re-
actions between the chemical components.

1.3 Two-phase multicomponent flow in porous media: mod-
els and review of existing work

This section aims at giving a brief description of the physical model of two-phase mul-

ticomponent flow in porous media and gives a short overview of existing works.
Generally the physical model used for the simulation of CO, sequestration describes

a system that contains two phases (liquid and gas) and two base components (water
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and carbon dioxide). Such models may or not take into account the effects caused by
the presence of other chemical component and chemical reaction among them. In this
section, we consider models without chemistry. They are able to simulate the physical
processes observed during CO,, sequestration in geological media such as static and
hydrodynamic trapping. There are several books available on fluid flow in porous media
that explain the basics of two-phase flow (for instance, Bear [12], Pinder [53], Chen et
al [21]). Here we will give a short list of physical relations involved in the considered
model (a detailed form of relations will be given further in Chapter 2).

The governing equations for the simultaneous flow of liquid and gaseous phases
are the mass conservation laws, Darcy’s law, state equations and closure relations. The
considered system involves two components (water and CO,) present in both phases
and mass transfer between different phase states of these components. Because of mass
interchange between the phases, mass is not conserved within each phase, but the total
mass of each component is conserved. Therefore, for each component in the physical
model, we formulate a mass conservation law for its total mass. These equations express
the variation of component mass caused by different physical processes observed in the
flow: advection, diffusion, dispersion and mass removal (accumulation) through sinks
(sources).

The second type of governing equations for two-phase two-component flow is Darcy’s
law. The original form of the law describes fluid flow in a porous medium on the
macroscale and states that flow velocity (Darcy’s velocity) is proportional to the ra-
tio between permeability tensor and fluid viscosity and the gradient of fluid pressure.
Darcy’s law is analog to the momentum conservation law from the Navier-Stokes equa-
tions. Originally Darcy’s law was determined experimentally, but it has since been de-
rived from the Navier-Stokes equations via an homogenization procedure. For two-
phase flow, Darcy’s law is commonly extended to Darcy-Muskat’s law by introducing of
the relative permeability of each phase and referring to phase pressures. The existence
of different pressures in each phase implies that their values should be coupled through
the capillary pressure law.

The first two types of governing equations are conservation relations. In general
case the physical description of the system involves third type of such conservation
relations: energy conservation law. In this thesis, for all studied systems we consider
only isothermal cases. For this reason, we do not include the energy conservation law
in the physical model.

The following type of governing equation is state equations. This type of relations
expresses the compressibility of the phases as functions of phase pressures, temperature
and concentrations of components. The actual form of these relations is strongly de-
pendent on the range of observed pressures and temperature values. For example, the
compressibility of gas phase for atmospheric pressure and room temperature is close to
the compressibility of ideal gas (density is proportional to the pressure), but with the
increase of pressure the compressibility gradually decreases.

The last type of governing equations is closure relations. Such type of relations
expresses the evident algebraic relations between system variables and completes the
system of equations. The concrete choice of primary variables defines the list of closure
relations. A standard choice for the primary variables for two-phase two-component
flow is the pressure of one phase and the saturation of the other phase.

A great challenge in this context is the disappearance of the gas phase, which has
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been studied in many recent papers, as the saturations cannot be used as primary vari-
able here. A valid choice in the one-phase region would be one phase pressure and the
mass fraction of CO, in the liquid phase. Several approaches to treat this problem exist.

For instance, Class et al. [23] switch primary variables according to the local phase
state which is defined by switching criteria presented in the form of a set of in-
equalities.

Jaffré et al. [34] add the mass fraction of CO, as third primary variable to the liquid
phase pressure and liquid phase saturation and use additional nonlinear comple-
mentarity constraints that describe the transition from one-phase to two-phase
region, to close the system.

An analog approach was proposed by Lauser et al. in article [39] for general case of
multiphase multicomponent flow. Authors of this article include phase transitions
in the nonlinear system of equations: the transition conditions are formulated as
a set of local inequality constraints, which are then directly integrated into the
nonlinear solver using a nonlinear complementarity function.

Abadpour et al. [7] and Panfilov et al. [50] extend the saturation to artificial negative
values, so that the system of mass conservation laws does not degenerate in the
one phase region and the saturation can still be used as a primary variable.

Bourgeat et al. [14, 15] use persistent variant of the primary variables: dissolved gas
mass concentration and liquid pressure that are defined both for liquid saturated
and unsaturated regions.

Neumann et al. [48] propose a set of primary variables that consists of gas pressure and
capillary pressure. To make this set uniform for both saturated and unsaturated
by gas phase regions, in the absence of the gas phase the authors define the gas
pressure as the corresponding pressure to the value of CO, mass fraction dissolved
in the liquid phase.

Amaziane et al. [10] also use a persistent set of primary variable set that does not
depend on phase transitions. As first primary variable the authors propose to use
a global pressure variable, which partially decouples the system of equations. As
a second persistent variable the authors introduce the total gas component mass
density defined in one-phase and two-phase zones.

Marchand et al. in their works [42, 43, 44] present another persistent set of primary
variables that contains the total molar fraction of the gas component and mean
pressure which equals the pressure of the remaining phase when one of them
disappears.

1.4 Two-phase multicomponent flow in porous media with
reactive transport: application to geological storage of

Co,

As gaseous CO,, dissolves in water, various minerals present in the rock matrix (such
as calcite or quartz) also get dissolved, and this in turn creates acidification of the
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medium. It is thus important to take into account a complex liquid phase, and also
some reactions between the liquid species and various minerals. Indeed there appear
the additional source/sink terms attributed to these chemical reactions [35] in mass
conservation laws. The model presented in the previous section is limited to 2 compo-
nents in the liquid phase. Here we discuss how the model can be extended to take into
account these chemical reactions by addition of other chemical components present in
the system. Note that chemistry can in turn have an influence on the flow, for instance
through a modification of the porosity (and then also permeability) caused by a change
in the mineral content of the host rock. The new extended model is called two-phase
multicomponent flow in porous media with reactive transport.

1.4.1 Models with reactive transport

The governing equations for two-phase multicomponent flow in general are similar to
two-phase two-component flow and can be arranged in the following groups: the mass
conservation laws, Darcy-Muskat’s law , states equations and closure relations.

The considered system in addition to water and CO,, involves other chemical com-
ponents formed in liquid phases during geological storage of CO, in an aquifer (such as
HT, OH", HCO;, ...) and mass transfer between different chemical components caused
by the presence of chemical reactions. In the general case, we formulate mass con-
servation laws for the mass of each component present in the chemical system. But
because of mass interchange between the component caused by chemical reactions, we
add a new source terms in these mass conservations laws that represent increasing or
decreasing of chemical component mass under the influence of chemical reactions in-
volving considered component. One has to introduce a distinction based on the time
scale of the chemical reactions as compared to a typical time scale of the flow. Most
aqueous phase reactions are much faster than the flow, whereas this may not be the
case for reactions with minerals. Slow reactions (and in principle, all chemical reac-
tions) should be modeled as kinetic reactions, with rates being known functions of all
concentrations. For fast reactions, the possible discrepancy in time scales will introduce
difficulties for the time integration scheme, and it is customary to model fast reactions
as equilibrium reactions. However, this simplifications implies that the reaction rates
are no longer explicit functions. They become unknowns of the problem, and have to
be complemented by a mass action law for each reaction [56]. In these case the mass
conservation laws should be rewritten in terms of total mass of components by mak-
ing linear combinations in order to eliminate source terms formed by chemical rates of
equilibrium reaction. This procedure is described in the papers (Saaltink et al. [28, 57],
Krautle [36]). Also we should notice that chemical rates of slow kinetic reactions are
not eliminated after linear combinations.

The other types of governing equations are similar to the equations in the two-
phase two-components flow but can have some minor changes caused by the presence
of other chemical components except of water and carbon dioxide. For example, the
state equation for liquid equation can express additional dependence of the liquid phase
density on the concentrations of various chemical components (such as salt (NaCl) or
dissolved carbon dioxide).

The final system of equations contains both non-linear partial differential equations
(mass conservation laws for total mass) and algebraic relations (mass action laws and
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closure relations). The standard choice of primary variables is the concentrations of
chemical components, phase pressures and phase saturations. The obtained system is
strongly coupled and its numerical simulation presents significant computational diffi-
culties, such as a relatively large set of governing equations (in comparison to model
of two-phase two-component flow), or additional coupling of equations through mass
action laws. To resolve these difficulties, two different approaches for numerical simu-
lation of two-phase multicomponent flow in porous media with reactive transport have
been developed: a fully coupled approach, and a sequential one. The descriptions of
physical models of two-phase multicomponent with reactive transport, that underlie
the different numerical simulators, can be found in the following works: [26], [59]
and [74].

1.4.2 Approaches for coupling flow/transport with chemistry
1.4.2.1 Fully coupled approaches

The first approach for solving two-phase multicomponent flow in porous media with
reactive transport is the solution of an entire strongly coupled system of equations. The
main disadvantage of such approach is the large number of system variables connected
with increasing of governing equations in comparison with two-phase two-component
flow. The Jacobian matrix resulting from such a fully coupled system is very large and
the procedure for solving of resulting linear system involves considerable difficulties
connected with additional coupling of governing equations through mass action laws.

Because of those numerical difficulties, there are only few numerical simulators of
two-phase multicomponent flow that use the fully coupled approach. The numerical
simulator developed by Fan et al. [26] solves the entire system of mass conservation
laws and mass action laws by construction of the global Jacobian matrix. Another
numerical simulator is the one developed by Saaltink et al. [59]. The main feature
of this simulator is that instead of solving a system of mass action laws coupled with
expression of total masses, the authors use a pre-calculated tabulated function that
returns the concentrations of all component at chemical equilibrium according to the
value of gas pressure. Such a choice reduces the list of primary variables only to phase
pressures and saturations and, consequently, decreases the size of resulting Jacobian
matrix. On the other hand, such a choice requires performing a significant amount
of pre-computations of function that returns the values of chemical equilibrium for
each component. The values of this function are specific for each chemical system
and each change in the list of chemical components or reactions requires the complete
recalculation.

1.4.2.2 Sequential (iterative) approaches

The second approach is a sequential (iterative) approach. The underlying concept of
sequential approach as applied to the two-phase multicomponent flow in porous media
with reactive transport is a splitting of the entire system into a subsystem of two-phase
two-component flow for water and carbon dioxide, and a subsystem of reactive trans-
port, that contains mass conservation laws for the other chemical components as well as
mass action laws of chemical reactions. After solution of the two-phase two-component
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flow subsystem, the fluid velocities and phase saturations are used to simulate reactive
transport of other components.

Sequential approach will work best when the configuration of the flow is only
slightly affected by distribution of chemical components with the exception of water
and carbon dioxide. This assumption is usually valid if the mass of water and carbon
dioxide constitutes almost the entire mass of mobile liquid and gas phases. The usage of
a sequential approach decreases the complexity of the original fully coupled system of
governing equations for two-phase multicomponent flow in porous media with reactive
transport and replaces the solution of the original problem by sequential solutions of
simpler sub-problems. The other advantage of this approach, that numerical simulator
for two-phase two-component flow and reactive transport are already well developed
and can be simply implemented.

The sequential approach is more widespread in numerical simulators than the fully-
coupled approach. Among the existing simulators we can note the following: HYDRO-
GEOCHEM [72], IPARS [68], TOUGHREACT [70], STOMP [69], PFLOTRAN [31, 32],
MIN3P [45], NUFT [33], CORE2P V4 [60] (all described in the book [74]). All these
codes use a similar algorithm, decoupling the original problem into two-phase two-
component flow and reactive transport, but at the same time they have some differences
in the realization of interaction between the two sub-systems and in the particular re-
alization of each sub-system.

We will detail some of the different choices made in the codes, to show how they
can influence: first, the coupling between flow and reactive transport, whether or not
the coupling is iterative, the physical model for the flow part, and the way the reactive
transport problem is solved.

Interaction between sub-systems. The first distinguishing point is the realization of
feedback interaction from the reactive transport module to the two-phase two-component
flow module. After the solution of the reactive transport sub-problem, the new distri-
bution of chemical components can cause changes in the physical parameters that can
modify two-phase two-component flow path characteristics. This feedback between
flow and chemistry can be considered in different ways. For examples in such codes
as HYDROGEOCHEM, TOUGHREACT, PFLOTRAN, the feedback interaction from the
reactive transport module to the two-phase two-component flow module takes into
account modifications of internal flow parameters such as porosity, permeability, tortu-
osity or viscosity caused by changes in distribution of chemical component described
by the reactive transport module. The codes NUFT and STOMB in addition to this type
of interaction, introduce an additional source term in the mass conservation laws of
two-phase two-component flow module that expresses mass changes of carbon dioxide
or water caused by its participation in the chemical reaction.

Iterative or non-iterative scheme. The other distinguishing point is the usage of
iterative or non-iterative schemes. By non-iterative schemes we mean a single time
solution of each subsystem for each time step. In iterative schemes each subsystem
is solved several times with the latest update of physical parameters until the updates
become sufficiently small and begin to satisfy some convergence criteria. This scheme
significantly increases the time of calculation but can give more precise coupling of
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sub-problems. The non-iterative scheme is used in NUFT. An iterative scheme is used
in HYDROGEOCHEM, IPARS and TOUGHREACT.

Two-phase two-component flow subsystem. In addition to differences in the real-
ization of interaction between sub-systems, the numerical simulators can use different
approach for simulation of two-phase two-component flow and reactive transport sub-
system. So for example, as a physical model for two-phase two-component numerical
codes IPARS, TOUGHREACT, STOMB PFLOTRAN, CORE?? V4 use classical list of gov-
erning equations based on mass conservation laws as described in section 1.3. At the
same time, other group of numerical simulators (HYDROGEOCHEM, MIN3B NUFT) use
simplified physical model of two-phase two-component flow based on Richard’s equa-
tion. On the one hand such choice of physical model imposes significant restrictions
on the applicability of the numerical simulator, since Richard’s equation can be used
only in the case of static gas pressure. But on the other hand, it reduces the number of
governing equations and, consequently, the resulting computational part. During the
process of carbon storage in deep aquifer we observe the wide range of gas pressure
and its time evolution and, by this reason, the formulation in Richard’s equation is not
suitable for such investigations.

Reactive transport subsystem. The reactive transport sub-problem can in its turn be
solved by using one of the following techniques, as described in [71], [58]

SNIA - Sequential Non-Iterative Approach. Total masses (concentrations) in mass con-
servation laws are divided into two separate terms: total liquid masses and total
solid masses. Instead of concentration of the components, the total mass of liquid
components are used as primary variables. In a first step we fix the first approxi-
mation of total solid mass from the value at the previous time step. Then the mass
conservation laws are solved as transport equation for total liquid mass with fixed
value of total solid mass. In a second step using the new value of total liquid mass
and mass action laws we update the value of total solid mass.

SIA - Sequential Iterative Approach. This algorithm is similar to SNIA algorithm ex-
cept that the described procedure is repeated several times at each time step
with the last update of total solid mass until the changes in total mass after next
iteration became significantly small. For instance, the details of SNIA and SIA
algorithms can be found in the works [20], [71], [58] or further in Chapter 3 of
this thesis.

GIA - Global Implicit Approach. This algorithm solves entire coupled system of mass
conservation laws of transported components and mass action laws. In one of the
most popular variants of global approach, local algebraic equations of mass action
laws are treated by direct substitutional approaches (DSA): the algebraic equa-
tions are solved for certain variables, and these variables are eliminated in the
remaining differential equations of mass conservation laws [71], [38]. The sec-
ond variant of global approach is the differential and algebraic equations (DAE)
approach in which the mass conservation equations and mass action laws are
solved simultaneously as a system. For example such type of algorithm is used in
works [25], [32] and [11].
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The results and performance of numerical simulators for reactive transport based on
SNIA, SIA and GIA approaches were compared for the 1D and 2D subproblems of test
case of the MoMaS benchmark [19] in [18]. This comparison demonstrates that numer-
ical simulators using sequential approach for reactive transport can achieve the same
accuracy as the numerical simulator based on fully-implicit approach. Its also shows
that fully-coupled simulators can be implemented quite efficiently.

Sequential Iterative Approach for reactive transport sub-problem is used in the fol-
lowing numerical simulators: TOUGHREACT, STOMB CORE?? V4. The different vari-
ations of Global Implicit Approach are used in HYDROGEOCHEM, PFLOTRAN, MIN3B
NUFT.

1.4.2.3 Comparison of numerical approaches

In this section we presented two approaches for numerical simulation of two-phase mul-
ticomponent flow with reactive transport: fully-coupled approach and sequential one.
As was already mentioned each approach has its own advantages and disadvantages.
On the one hand a fully coupled approach should provide a good degree of accuracy,
but it is very expensive in terms of computational time. On the other hand, a sequential
approach enables to simplify the original problem and reduces the cost of calculations
(if we use non-iterative algorithm) but it can be less accurate. The degree of accuracy of
sequential approach can be increased by using of an iterative algorithm, but in this case
the numerical simulator, based on a sequential approach, can lose the computational
time advantage in comparison with fully-coupled approach if the number of iterations
will be large.

From this perspective, a criterion of practicality came to the forefront for the choice
of a numerical approach to the problem. Numerical simulator based on fully-coupled
approach must be developed only as a single module. At the same time, a numerical
simulator based on a sequential approach can be separated into independent modules
that are responsible for the solution of each subproblems. Validation of each module
can be performed separately without the need to solve immediately complete two-phase
multicomponent benchmarks. For this reason, in our work we decided to develop a nu-
merical simulator using sequential scheme. As a model for two-phase two-component
flow subsystem we chose the formulation based on the classical mass conservations
laws, since as was already mentioned Richard’s equation can be used only in the case
of static gas pressure. For the numerical simulation of the reactive transport system we
decide to use a Sequential Iterative Approach since in this case the development of a
code can be facilitated by the possibility of using of modular approach in comparison
with the Global Implicit Approach. At the same time, as was noted before the numerical
simulator based on SIA can provide the same degree of accuracy as the simulator based
on GIA.

1.5 Outline of the thesis

The main objective of this thesis is the development of a numerical simulator that will
enable the investigation of physical and chemical processes observed during geological
storage of CO, in deep aquifer.
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At first, we figure out, that investigated phenomena can be sufficiently described
by the physical model of two-phase multicomponent with reactive transport flow in
porous media. The second chapter of this thesis presents the basic definitions used
in the physics of porous media and general equations and physical laws used for the
construction of a physical model of two-phase flow.

As was already mentioned, the entire system of equation of this physical model
contains large number of strongly coupled partial differential equations and algebraic
relations. Applying the sequential approach, we split the original system of equations
into two subsystems: the subsystem of two-phase two-component flow and subsystem
of reactive transport. For this reason, in the second chapter, in addition to the descrip-
tion of two-phase multicomponent flow, we give a detailed description of the physical
models of two-phase two-component flow and reactive transport.

The choice of the sequential approach gave us the opportunity to develop a new
numerical tool for simulation of two-phase multicomponent flow in porous media with
reactive transport on the basis of existing open source code for simulation of two-phase
two-component flow for the first sub-problem: DuMu* [2]. In the third chapter of this
thesis we provide a brief description of this software and present the results of simula-
tion for several test cases which demonstrate the capabilities of the chosen simulator.

As a numerical algorithm for the simulation for the second sub-problem of reac-
tive transport we have chosen a Sequential Iterative approach (SIA) which separates
task of finding solution for the original problem into two subtasks: finding of chem-
ical equilibrium and resolving of transport equations. For the numerical simulations
of this problem we have created a new module 1pNec of DuMu* that implements the
proposed SIA algorithm. This module is coupled with a locally developed code for
chemical equilibrium called ChemEqLib. The detailed description of the used numeri-
cal algorithm for the reactive transport and the results of simulation, that validate the
elaborated code, are also given in the third chapter of the thesis.

The main objective of the fourth chapter is the construction of a numerical simulator
for two-phase multicomponent flow with reactive transport on the basis of previously
elaborated simulators for two-phase two-component flow and reactive transport. In
this chapter we present our variant of the sequential algorithm that is based on idea of
the separation of primary components into two groups of dominant and minor compo-
nents. To illustrate the methodology of proposed decoupling algorithm we apply it to
the specific case of the geological storage of CO,. Finally, we present the constructed
numerical simulator for two-phase multicomponent flow and demonstrate its capabili-
ties performing two different test cases.
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2.1 Introduction

The second chapter of this thesis is devoted to the physical modelling of two-phase
multicomponent flow with chemical reactions.

In the first section of this chapter we present the basic definition used in the physics
of porous media and general equations and laws used for the construction of a physical
model of two-phase flow. As background material for this part, we used the books [21],
[53] and the article [46] where the authors describe the status of modelling two-phase
systems.

In the second section we focus on questions connected with modelling of geochem-
ical reactions. In this section we give physical formulation of chemical reactions de-
pending on their type, equilibrium and kinetic, and show how chemical reactions are
coupled with mass balance equations. At the end of this section, we present the final
system of equations used for modelling the general case of two-phase multicomponent
flow.

In the third and fourth sections, we consider in detail particular cases of geochemical
system: two-phase two-component H,0-CO,, flow and one-phase reactive transport.

2.2 Two-phase multicomponent flow

2.2.1 Basic definitions and notations
Introduce the following set of notations:
* ¢ - porosity [-],

e a = [,g - phase: mobile [ = liquid (wetting phase) and g = gas (non-wetting
phase), or immobile s = solid,

e i - index of chemical component,

e p, - density of phase a [kg/m?],

® Dg.mol - Molar density of phase a [ mol/m3],

. pfl - partial density of component i in phase a [kg/m>],
o X (lx - mass ratio of component i in phase a [-],

e ¢, ; -concentration of component i in phase a (number of molecules of component
i in unit volume of phase a) [mol/m?],

® c,, -vector of concentrations of primary components i in phase a (number of
molecules of component i in unit volume of phase a) [mol/m?3],

e ¢, -vector of concentrations of secondary components i in phase a (number of
molecules of component i in unit volume of phase a) [mol/m?3],

e ¢ - vector of concentrations of all components [mol/m?],
e X, - molar ratio of component i in phase a [-],

e S,- saturation of phase a [-],
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e M, - molar mass of component i [kg/mol],

e p, - pressure of phase a [Pa],

e g, - Darcy velocity of phase a [m/s],

e p! - partial pressure of component i in phase a [Pa],
e p. - capillary pressure [Pa],

® U, - viscosity of phase a [Pa/s],

—
e j; - diffusion-dispersion vector for component i in phase a,

o Dé - diffusion-dispersion tensor for component i in phase a,
p; ol - Partial molar density of component i of phase a [mol/ m3],

e k,, - relative permeability for phase a [-],

K - absolute permeability of the medium [m?]

S - salinity, mass ratio of salt in the liquid phase [-],
e T - temperature of the system [K]

The general mathematical model for two-phase flow in porous media is based on the
following types of relations:

e continuum balance equations,

e Darcy-Muskat’s law,

e Capillary pressure law,

e Equation of state (EOS),

e Relation for diffusion-dispersion vector,

e Closure relations.

2.2.2 Continuum balance equations

We suppose that the system consists of N, phases and N, components. The components
are considered independently of the phases, i.e each component is present at most in
one phase. If some chemical compounds are present in two phase states of a system,
then we consider the different phase states of these compounds as different compo-
nents.

In the general mathematical model we take the mass balance equation for species
in the current phase as the general set of governing equations:

—

0 4 v 4 . .
E(qbsapax;x) +V.(J +PaXqa) =R s+ Pl s (2.1)

where i = 1,...,,N, denotes the component index, a = 1,.,N, is the phase index,

R}, a5 is the general species reaction term for component i (component mass in unit
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volume formed by internal chemical reactions) [kg/m>] and F ;’mas is the general species
external source term (component mass in unit volume ) [kg/m?3].

The above mass balance equation is valid for the component of phases involved in
flow. But in addition to mobile components we include the components which form an
immobile solid phase: ¢’y = 0. For such components the mass balance equation can be

written in the following form:

p) . : .
S (1= )P X)) =Ry Fl 2.2)

In addition to the formulation in terms of conservation of mass, we may alternatively
use the quantity balance equations as the general set of governing equations.

There are two variants of quantity balance equations, which differ in the sets of
primary variables:

In terms of concentrations:

e mobile phases

—

G, 1= . .
52 (#Saca) + Vo Ji + €)= Ryt + Fl (2.3)
1
e immobile solid phase
9 i i
a((l —¢)si) =Ry ot t Fomor 2.4)
In terms of molar fractions:
e mobile phases
0 ; 17 : ;
E(qbsapa,molx(lx) + v-(ﬁ]& + pa,molxa,iax)) = Rix,mol + F(;,mol’ (2.5)
A
e immobile solid phase
9 i i i
E((l - ¢)ps,molxa) = Ra,mol + Fa,mol’ (2.6)

Equations (2.1, 2.2), (2.3, 2.4), (2.5, 2.6) can easily be transformed from one to
another via the following list of equivalences:

PaX ;
M. = Cq,i = Pa,molXy> (2.7)
i
Rix,mas = MiRix,mol’ (2.8)
Fét,mas = MiF(;,mol' (2.9)

Since the considered model describes the material system in porous media, a mo-
mentum balance equation is typically reduced to two-phase form of Darcy-Muskat’s
law.

Since here we consider the case of an isothermal system we do not consider the
energy balance equation.
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2.2.3 Darcy-Muskat’s law

As already mentioned, in the models of two-phase flow the momentum balance equa-

tions are reduced to the Darcy-Muskat’s law, which represents the dependence of aver-
. —>

age velocity ¢ , of the flow on the phase pressure p,. The extended two-phase form

of Darcy’s law (Darcy-Muskat’s law) for liquid (wetting ) and gaseous (non-wetting g)

phases can be written as follow:

k. (S
To= —MK(Vpa —Pa &) (2.10)

a

For the description of the functional form of the dependence of relative permeability
k., on the saturation there exist several different model.

The two widely used models are:

Van-Genuchten’s model [67]:

2
S —S S —S;, \:\™
kg =\ 22—k 1—(1—(M)) , (2.11)
1_Slr 1_Slr

S =5, 3 S;— S yi )"
krg:(l——) (1—(—) ) , (2.12)
1-5;, 1-5;,
where

- S}, is the residual liquid saturation,

- m,nareconstants,n>1, m=1——.
n

Brooks and Corey’s model [16]:

=i @13
r
e =(1-302) (-(3552) ™), @14

where [, b, A > 0 are constants.

Both models are empirical, and therefore the parameters for these velocity-saturation
relationships (m, [, b, A, S;,) can be found by fitting the functional forms to experimental
data.

2.2.4 Capillary pressure law

The capillary pressure p, is the difference in pressure between two different phases.

Pc=DPg —Pi- (2.15)

From physical experiments and observations, it is usually assumed that the value of
the capillary pressure in a porous medium for the mixture of gas and liquid phases
depends on the saturation of the liquid phase. To describe the functional form of this
dependence , we can use one of the two following models:
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Van-Genuchten’s model [67]:

1 S _Sr _% %
pe= Z((f——s;r) -1)", (2.16)

Brooks and Corey’s model [16]:

1 (sl —slr)—%,

cTe\1=g,

2.17)

where a,m, n, €, A are constants.
The parameters of the models a, m, n, €, A, S;, can be found by fitting the functional
forms to experimental data.

2.2.5 State equation

In the description of two-phase flow, the state equation relates the density of the phase
P, and the primary variables such as the phase pressure p, and the mass ratio of the
component Xé (or concentrations ¢;). As in the case of the capillary pressure, this rela-
tion is usually empirical and its functional form is obtained from physical experiments
and observations.

Liquid phase:

The equation of state for the liquid phase in general form can be written as:

N,
p1 = pi(p X)X, (2.18)
In the literature, we can find more specific functional form of this equation:

e Sometimes we can suppose that the liquid phase is incompressible and then we
can use the simplest form of EOS: p; = const.

e In [62] the author proposes the following EOS for the density of the liquid phase:
plX{IZO = const, where X IH 2% is the mass ratio of H,O in the liquid phase (Xli =

c:M:

] 1).

Pl

e In [14] for the density of the liquid phase, the authors use a typical equation
std

for simulation of oil reservoirs: p; = 1%, where B;(p;) is the liquid formation
volume factor, which is an empirical function.

e In [8] the author offers two variants of an equation of state for the liquid phase:

A CO
D pr =0T, p)+Lp(T,p,X; *)+ Ap(S),

— 01
2) ppure - €O, >

co, X
1_Xl 2+Mlc_ozppurev¢(T)

where pp is the density of pure water (X lc %2 0) and V,4(T) is the apparent
molar volume of dissolved CO,,

Gas phase:

In general, the gas phase is assumed to be a mixture of different components and
instead of one equation of state we introduce the partial pressure p; for each compo-
nent of the mixture and describe its dependence from the component concentration c;:
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p;(c;). At the same time the phase pressure is the sum of partial pressures of all gaseous
components (Dalton’s law):

Ng
Pg = .Di (2.19)
i=1

where N, is the number of gas components.
For the definition of the relation between partial pressure of component and its
concentration we can use different models of gas:

o Ideal gas. For an ideal gas we get the required dependence immediately from
Clapeyron law: p; = ¢;RT, where T is the temperature of the gas and R is the
universal gas constant.

e Peng-Robinson’s model. The dependence is obtained from Peng-Robinson equa-
2
aaci
" (1+2bc—b2?)
constants, a is a known experimental function of temperature.

tion of state [52], p; = —+—RT

where a, b are known experimental

e Special case for CO,. For modelling of gas CO,, we can use [63] where the
authors propose the functional of equation of state for a wide range of tempera-
tures and pressures. In this article they obtain the functional form of EOS from
the Helmholtz energy of gas ¢ = ¢p°+¢", where ¢° corresponds to the ideal gas
behavior and ¢" corresponds to the residual fluid behavior of CO,.

Pco,(cco,) =cco,RT(1+0¢"(5,T)) (2.20)

where

Cco,

Ccoy,crit ?

= Cco,,crit 1S @ known experimental constant,

- ¢"(6,T) is a function obtained from experimental data (the exact form is
given in [63]).

2.2.6 Relation for diffusion-dispersion vector

This relation describes the dependence of the diffusion-dispersion vector on the primary
variables such as the phase pressure p, and mass ratio of the component X(ix (or con-
centrations c;). At the micro-scale we know Fick’s law: the diffusion-dispersion vector
is proportional to the gradient of concentrations. For macroscale of the porous media,
we have to use an empirical analogue of this law, sometimes replacing the component
concentration ¢; by mass ratio of the component X(ix or molar ratio of the component
xl .

a*

v .
e ji, =—DVc; [28],

!

i =—PaD, VX, [8],

[ ]
N

1

—

b J(lx = _pa,molDévx(ix [14]-
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where Dfx,D_;, 5(71 are diffusion-dispersion tensors.

In the considered literature, we have not found clear criteria saying how one can
make a choice between these variants. The proposed functional forms of diffusion-
dispersion vector are only approximations and are not based on specific physical laws.
Therefore, often the choice is made for convenience: if the model uses concentrations as
principal variables, then the diffusion-dispersion vector is assumed linearly dependent
on the concentration [28].

In practice the difference between the variants is likely not very large. For example,
assume that the vector is linearly dependent on the concentration gradient. From the
definition of concentration we have the following identities:

1 o PaX!
= 31 (PaVXo + X Vpa)= Mia(

X, Pa
M;

(2.21)

VX vy
Ve =V o 1. ZPa),
X4 Pa

In most cases, the density of the phase p, varies much less than the mass fraction

i IVpdll o 1VXal
X, so that o < X

linearly dependent on the mass fraction gradient and we can suppose that the diffusion-
dispersion tensors D; and D}, coincide up to a factor of proportionality ML So it is

Then we can say that the diffusion-dispersion vector is

sufficient to describe only one tensor Dé. Usually the model developed by Young [73]
is used for the description of this tensor:

ﬁ
q
4, ® 4,

_)
|qel

D! = ¢S DY I+ drlqoll + (d, —dp) (2.22)

where
e 7 - tortuosity factor (measure of the irregularity of the flow paths) [-],
° Dgif f _ diffusion coefficient of phase a [m?/s],
e d;, d; - longitudinal and transversal dispersion coefficients [m?/s],

o | € R**3 . identity matrix.

2.2.7 Closure relations

The above relations are of physical nature. But in addition to them we have the closure
relations that are directly derived from the definitions of some variables. Thus from the
definitions of the saturation of phase S, and mass ratio of component X & we can obtain
the following closure relations:

D> xi=1, Va, (2.23)

i

>S5, =1. (2.24)
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2.3 Model for chemistry.

2.3.1 Stoichiometry

Consider a chemical system with N, different components and N, chemical reactions
among them:

NC
DUS)yT =0 i=1,.,N, (2.25)
j=1

where
N.xN. : . 1. . .
e S € RY"*% is the stoichiometric matrix,
e ¢ € R™ is the vector of component notations.

Depending on the rate of chemical reaction we divide the set of chemical reaction
into two groups: equilibrium reactions (fast rate) and kinetic (slow rate) reactions. In
the considered chemical system we have N,, equilibrium reactions and N, kinetic re-
actions. In more detail the difference between two types of reactions is explained in the
following subsection. According to the proposed separation of chemical reactions we
can distinguish sub-matrices S, (stoichiometric equilibrium matrix) and S, (stoichio-

o . S .
metric kinetic matrix) such that S = ( Se) with S, € RVe*Ne and §;, € RN#*Ne,
k

We suppose that the matrix S, is a full rank matrix. This means that using linear
transformations we can reduce matrix S, to the following form:

S.=(-118.), (2.26)

where I € RN*Nre s the identity matrix and Sé € RNe—NreXNre |
Therefore the equations of chemical equilibrium reactions can be represented in the
following way:

N . —

C

N,
Cyi = (S)ijCpj> 1=1,..., Ny, (2.27)
j=1
where on the left side ¢, € R is the vector of components considered as the product of
reaction among the components of vector ¢, € RNeNre on the right side of the expres-
sion. The chemical components which are represented in vector c,, are called primary
components, whereas those in vector ¢, are called secondary components.

In the simulations, we consider each component in one of three different phases:
mobile (liquid), fixed (solid) or gaseous. For convenience, we divide the chemical com-
ponents into groups according to their phase states:

® Cp € ReMt is the vector of mobile primary components (liquid phase) ,
® Cp € ReMrs is the vector of fixed primary components (solid phase),
e T, € ReM«t is the vector of mobile secondary components (liquid phase),

e C,, € ReMss is the vector of fixed secondary components (solid phase),
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® C, € ReM«es is the vector of gas secondary components (gas phase).

The absence of gas primary components is due to the fact that we assume that gas
components participate only in exchange reactions with their own liquid forms. There-
fore we can always suppose that the liquid form in such reactions will be a primary
component and the gas form will be secondary.

Taking into account the new notation, we can rewrite the chemical equilibrium

reactions in a more detailed form:

Esl
—I O 0 Sy S Cys
0 —I 0 Sgq S Esg =0 (2.28)
0 0 —I 5y 0)|
Cps
or
Cyl Su S\ =
— N Cpl
Cs | =1 Sy S (E ) (2.29)
T Sq 0 )\

2.3.1.1 Example

To illustrate the notations proposed above, we consider as example the chemical system

of the SHPCO2 Benchmark [30].

In the SHPCO2 Benchmark we have N, = 10 different chemical components. The
list of components is shown in the following table:

Name of component | Phase
OH™ Liquid
HCOy Liquid
H,O Liquid
H* Liquid
Ca™? Liquid
COz(l) Liquid
SiOZ(l) Liquid
8102(5) Solid
CaCO, Solid
COZ(g) Gas

The chemical components of the system participate in N,., = 4 equilibrium chemical

reactions and in N, = 1 kinetic reactions.
Equilibrium reactions:
Hydrolysis of water:
e OH-H,0+H" =0,

CO,,,, dissociation:

2D
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e HCO;—H,0+H—CO,, =0,

Dissolution-precipitation of calcite:

e —H,0+2H"—CO,,,—Ca*>+CaCO, =0,

207

CcO 2 dissociation in water:

2(

¢ GO,y —CO,p =—0.

Kinetic reactions:

Dissolution-precipitation of quartz:

® Si0,,—Si0,q ==0.

For the vector of notations ¢ = (OH~,HCO3, CaCO,, O, H,0,H*,Ca*?,CO, ),
SiOz(D,SiOZ(S))T, the stoichiometric matrices of equilibrium reactions S, and kinetic

reactions S; take the following form:

-1 0 0 0 1 -10000
0 -1 0 0 1 -10100

%=l0o 0 -1 01 -21100] (2.30)
0O 0 0 -1 0 0 0100

Sx=(0 0000000 —1 1). (2.31)

As the vectors of primary components and secondary components we can choose the
following vectors:

= _ + +2 : o T N.—N,,
e ¢, =(H,0,H",Ca ,cozm,sloz(l),sloz(s)) eER ,

e, = (OH—,Hcog,Cacog,coz(g))T € RNre,

Then

e ¢, =(H,0, H*,Ca™?, COza), SiOz(l))T - sub-vector of mobile primary components,

®Cp = (SiOZ(S))T - sub-vector of fixed primary components,

e c;=(0OH, HCO;)T - sub-vector of mobile secondary components,

e, = (CaCOB)T - sub-vector of fixed secondary components,

® o= (COz(g))T - sub-vector of gas secondary components.

Thus in the presented primary and secondary components, the matrices Sg, Si15St55 Ss15 Sgs5 S
take the following form:

1 -1 00 0[0
g_|lL-101 00 2.3
e 1 2 110][0]f '
0 0 010/0
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1 -1 000
Su=(1 10 1 0), (2.33)
0
Sls = (0) s (234)
Sq=(1 -2 1 1 0), (2.35)
Sss = (0), (2.36)
Sqg=(0 0 0 1 0). (2.37)

2.3.2 Balance equations

In order to formulate the equations of mass conservation we suppose that the consid-

ered chemical system participates in two-phase multicomponent flow and therefore we

use the same mass balance equations as in the previous section. Also we make the

following convention: if a component is denoted by c;, then its concentration is c;.
For convenience we will use the balance equations in terms of concentrations:

e mobile phase (a =1, g) (2.3)

i — ‘ .
E(¢Saca,i)+v'(]; +cqiqa) =R, +F! (2.38)

a,mo a,mol

e solid phase (a =s) (2.4)
i((1— ) )=R.__ +F! (2.39)
ot ¢ Csi) = s,mol s,mol* :
We suppose that the system doesn’t have external sources (Fé mol = 0). In the

considered chemical system the general species reaction term Ria mo] €an be expressed
through the rates r; of chemical reactions:

NV@ Nrk
amol = Z(Se)jirej + Z(Sk)jirkj (2.40)
J=1 j=1

where r, is the vector of rates of equilibrium reactions and r is the vector of rates of
kinetic reactions. The chemical reaction rate describe the number of mole produced by
reaction in the unit volume during the fixed period of time [mol/m3s].

We now return to the question of differences between the kinetic and equilibrium re-
actions. As previously mentioned, the main distinction is the value of the reaction rate.
This difference also causes that we use a different mathematical model for each type
of reaction. In the case of kinetic reaction the rate is slow relatively to the considered
time scale and therefore we can determine the reaction rate of each kinetic reaction as
function of concentrations of components involved in this reaction: r; = r;(c). In the
case of equilibrium reaction the rate is fast relatively to the considered time scale and
therefore we can suppose that the components involved in equilibrium reaction are al-
ways at the equilibrium state, which is described by a special relation: the mass action
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law. It also means that the reaction rate of each equilibrium reaction is an unknown
function and we should eliminate the vector r, in the balance equations (2.38), (2.39).

For convenience we rewrite the system of balance equation in vector form. For this
purpose, we introduce the following notations:

e 0, - volumetric factor, part of unit volume that is occupied by phase a (6; = S; ¢,
0, =Sg¢, 6, =1—¢),

o 0 € RN*Ne _ yolumetric matrix, diagonal matrix such that 6;; = 6, if component
i is present in phase a,

e M, € RN*Ne _ matrix of presence in phase, diagonal matrix such that m;; = 1 if
component is present in phase a and m;; = 0 - otherwise.

If we order the vector of chemical components as ¢ = (ESI,ESS,ESg,Epl,Eps)T, the
matrices 0, M, M, take the following forms:

Sl
(1-9¢)I
0 = Sg¢l (2.41)
S;¢1
(1-¢)
! )
0
M, = 0 (2.42)
I
\ J,
( 0
H )
M, = 0 (2.43)
0
1)
0
0
M, = I (2.44)
0

0

—.
We also introduce the advection-diffusion operator for each phase ( j ;, = 75;D,V¢;

—.
fora=1,gand j! =0fora=s):

e Liquid phase:
Li(c) = V.(cq) + V.(—tS5;D,V¢), (2.45)

e Solid phase:
LS(C) = 0, (246)



Chapter 2. Physical modelling of two-phase multicomponent flow with chemical
26 reactions

e Gas phase:
Ly(c)=V.(cq;) + V.(—75D,Vc) (2.47)

Using the above notation we can write the set of quantity balance equations (2.38),
(2.39) for each component in vector form:

2(6c¢)
ot
As indicated previously we need to eliminate the vector of equilibrium rates r, in
balance equations (2.48)

Since S, € RV<*: is a full rank matrix and N,, < N,, we can always find an elim-
ination matrix U € RNe=Nre*Ne of full rank such that USeT =0. If S, = (-1IS)) then a

+M;L(c) +MgLg(c) =S] r, +Sp . (2.48)

—q7T
possible choice for U is U = (S'|I): US] = (S."|I) ( ot | = s/ —sF =o.
e
As an example we present the matrix U for the case of the chemical system (2.28).
st stosT 1 0
U= ( s el ) : (2.49)
S, sk 0 o1
Multiplying (2.48) by the matrix U we obtain:
2(U0b¢)
PR + L (UMc) + Ly (UM ¢) = US] rie(c). (2.50)

For a more explicit way of writing of the equations, we introduce the vectors of
total phase concentrations T, = UM,c € R¥ M, Then the equations (2.50) can be
rewritten in the following form:

o(¢8iT) | 0(¢S,Ty) L2 =¢)T)
t

o Py 5 + L(T)) + Ly(T,) = US{ i (c). (2.51)

Thus, the resulting set of balance equation (2.51) contains N,, equations less than
original set (2.38), (2.39).

2.3.2.1 Example

To demonstrate the algorithm for deducing the balance equations (2.51), we return to
the chemical system of the SHPCO2 Benchmark, presented in section 2.3.1.1

For the vector of concentrations ¢ = (coy-, CHCO; > €CaC0, » €CO, s CH, 05 CH*» Cca*25 CCO,
g

Csi0,,,> cSiOZ(S))T, the volumetric matrix 6, matrices of presence in the phase M, M,M,

and elimination matrix U take the following view:

OZdIagq ¢Sla ¢Sln 1_¢: ¢Sg) ¢Sl: ¢Sla (bsl: ¢Sl> ¢Sl> 1_¢ D
(2.52)

M, =diag(|1, 1,|0,][0,[1, 1, 1, 1, 1,|0] (2.53)

M, =diag(| 0, 0,][1,]0,]0, 0, 0, 0, 0,[1] (2.54)
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M, =diag(| 0, 0,]/0,/1,]0, 0, 0, 0, 0,[0]) (2.55)
1 1 1 0[100000
-1 -1 =2 0/0 1 00 0 0
0 0 1 0[{001000

— (/T —

U=EM=fy 1 1 1000100 (256)
0 0 0 0(00O0O0T10
0 0 0 0[000O0O0 1

Thus we can find the vectors of the total phase concentrations T, T, T; for this
example of chemical system:

( 0+ Con + CHCO;\

Cu+ — CoH~ ~ CHCO;
Cca+2

T, = UMjc = (2.57)

Cco,,, t CHco;

Csio

\ o)

[ Ccaco,

—2Ccaco,

Ccaco,

T, = UM,c = (2.58)

Ccaco,
0

\ CSiOZ(S)

0
0
0

T, =UM,c = 2.59
¢ ¢ CCOZ(g) ( )

o

0

Using the obtained matrices 6, M, M,M,, U and the vectors T;, T, T, we can write
the balance equations (2.51). The resulting set of balance equation (2.51) contains
N, —N,, = 6 equations.

2.3.3 Mass action laws

In the previous section, we saw that in a chemical system such as (2.38) there are N, —
N, balance equations. For a complete description of the system we need N, additional
relations that describe the equilibrium among the components of equilibrium chemical
reactions: mass action laws.

In addition to its concentration, each chemical component is also characterized by
its chemical activity. For convenience, we make the following convention: we denote
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the activity of component ¢; by ¢;. For the chemical reactions (2.27) the mass action
law connects the chemical activity of components in the following way:

N—N,

re
A A(80)i
Csi = Ki C_.

=1, N (2.60)
j=1

where K; is the equilibrium constant of the chemical reaction i. Define log ¢ for a vector
¢ with ¢; > 0 by
(logc); =logc;. (2.61)

Then if we apply a logarithm to (2.60), we can rewrite it in vector form:
logé; = logK + S, log¢,. (2.62)

The value of chemical activity represent the real chemical potential of component
in the system. This potential depends on various number of factors: temperature, pres-
sure, concentration. To reflect such dependency from external conditions there exist
different mathematical models of activity. The simple linear function form of activity
of component i in general case can be represented in the following way

61' =Yi%; (263)

where the meaning of z; and y; depends on the phase.
For aqueous solute components:

1) v; is the activity coefficient, the ratio of the chemical activity of any components
to its molality, concentration or molar concentration,

cl
— — l
2) 2i=MmM; = o

- molality of component i in liquid phase.
¢ ° Mpy,o

For gaseous components:

1) v, is the fugacity coefficient, the ratio of the chemical activity of any gas compo-
nent to its partial pressure,

2) z;= p; is the partial pressure of the component i in the gas phase.
For mineral components:

1) v, is the activity coefficient,

2) ;= xsi is the molar ratio of the component i in the solid phase.

In the following text, for simplicity, we choose the ideal model of component activity
for liquid components:
éi = C;, (264)

i.e. instead of the component activity we will use its concentration.
For solid components the usual convention is to take constant activity:
¢;=1. (2.65)

As an example, we write the mass action laws for the case of the chemical system
(2.28):
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logeg, = logK, + Sy log Cp1 + Sy log Cpss
loge,, = logK +Sglogc, + S logcy,, (2.66)
loge,, = logK, +S,logcy,.

where K, K ,K, are the parts of vector of equilibrium constants K which correspond
to the reaction of production of liquid, solid and gaseous secondary components.

2.3.4 Final system of equations of coupled two-phase multicomponent

flow and chemistry

Finally, the set of mass action laws replaces the eliminated equations in the set of bal-
ance equation (2.51). Thus for the construction of the physical model for two-phase
multicomponent flow with chemical reactions, we should combine the set of balance
equation, mass action laws and all additional relation required for two-phase multi-

component flow (gas phase(g), liquid phase(1)):

Balance equations for total concentrations (2.51) -

Mass action laws (2.66) N,, equations,

Capillary pressure law (2.15) - 1 equation,

Density state equations for liquid and gas phases -

Closure relation for phase composition (2.24) -

N, —

N,. equations,

2 equations,

1 equation.

In summary, the system of equations consists of N.—N,., partial differential equations

and N,, + 4 algebraic equations.

The main unknown of the problem of two-phase multicomponent flow with chem-

ical reactions are:

e pressures of liquid and gas phases p;, p, -
e saturations of liquid and gas phase S;, S, -

Csi
Css

e vector of concentrations ¢ = ng -
Cpl
Cps

2 unknowns,

N, unknowns.

2 unknowns,

In total, the system has N, + 4 unknowns for a total of N, + 4 equations.

Therefore the final system can be written as follows:

(¢S Ty) + (¢S, T,) 4 o((1—¢)T;)
at at at

+ Li(Ty) + Lg(Ty)
1ogcsl

log c,,

{ logc,,
Pi

Pg
pc(sl)
\ Sl +Sg

US, ri(c),
logK,, + Sy logc,; + S5 logcys,
logK, + Sy logcpy + S logcy,,
logKng + Sq1logcy,
pl(pl:cpl’csl)5
Pg(PgscCsg),
Pg— P15
1.

(2.67)
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2.4 Anexample of two-phase two-component flow (H,0-CO,)

2.4.1 General information

In this section we consider in detail a particular case of two-phase multicomponent
flow. The considered system is partially miscible and isothermal. In this system we
have two phases: liquid (1) and gas (g) and 3 chemical compounds: water (H,0),
carbon dioxide(CO,) and salt. Water and carbon dioxide are present in both phases,
salt is only present in the liquid phase. Thus in the system we have 5 components.
Also in the system we have two equilibrium chemical reactions: H20(1) = HZO(g) phase
exchange reaction for water component and CO, , = COz(g) phase exchange reaction
for carbon dioxide component.

2(1)

2.4.2 Continuum balance equations

As was already explained in subsection 2.2.2, the system of balance equation consists
of mass balance equations for each component of the system. But in this system we
suppose that the mass concentration of the salt, called salinity, is known. Therefore
the balance equation for salt is absent and instead of a balance equation for the water
component we consider the balance equation for mix of water and salt, called brine
(the mass fraction of brine is equal to the sum of water mass fraction and salinity

H,0 . . .
X lb =X,? +S). For convenience of notation the water component in the gas phase

is denoted like the brine component in gas phase (X 5 = X?2O) and the chemical reac-
tion of water exchange HZO(D = HZO(g) is replaced by the chemical reaction of brine
exchange brine(l) = brine(g). Thus the system of balance equations consists of 4 equa-
tions for brine component in the liquid phase,brine component in the gas phase, carbon
dioxide in the liquid phase, carbon dioxide in the gas phase. Since there are two equilib-
rium chemical reactions in the system we perform the elimination procedure described
in 2.3.2.

The elimination matrix U for the considered chemical system has the simple form

Cbrinel
1 01 0 . Cco .
U= for the concentration vector ¢ = 20 | Hence we obtain two
01 01 Cbrineg
CCOZ(g)

balance equations that express the sum of mass balance equations in different phases
for each component: brine and CO,.

Mass balance equation for brine component:
0 b b b b b—> b b
E(cﬁ(Szszl +Se0nX )+ V.07 + )+ V(01X @ +pgXgq.)=F.  (2.68)

Mass balance equation for CO, component:

] co, co, o, . co, C0,—> co,—> co
E((P(Slplxl +Sgngg ))+v-(]l +]g )+v-(ple q +ngg qg):F 2.
(2.69)
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2.4.3 Darcy-Muskat’s law, relative permeability and capillary pressure law

In this model we use the same relations for Darcy-Muskat’s law, relative permeability
and capillary pressure law as in the general case of two-phase multicomponent flow
(subsection 2.2.3, subsection 2.2.4).

Since here we consider the case of an isothermal system, we don’t consider the
energy balance equation.

2.4.4 Equation of state

Liquid phase: The form of the state equation of the liquid phase in the considered
model is based on the results of articles [29] and [9] and expressed in the following
form:

Co co
pl(pl:xl Z’S’T):pbrine(pl’s’T)+pH20—COZ(pl:X1 Z,T)—szo(pl,T), (2.70)
where

® Oprine(P1,S, T) - density of pure brine (only water and salt are presented in the
liquid phase),

* PH,0-CO, (p1, xlcoz, T) - density of mixture of water and carbon dioxide (only wa-
ter and carbon dioxide are presented in the liquid phase),

. szo(pl, T) -density of pure water (only water is presented in the liquid phase).

Detailed descriptions of brine density and pure water density is given in article [9], the
density of mixture of water and carbon dioxide - [29],

Gas phase:

The relation of density of the gas phase p,(p,, T) in the considered model is taken
from the article [63].

2.4.5 Mass action laws. Solubility model

In the considered model we have two mass action laws for the exchange reaction of
brine and carbon dioxide components:

~b — ~b ]
C, = KHzocl (Raoult’s law), 071
%o, _co, , (2.71)
Cq = Kco,q (Henry’s law),
where K;(p,, T) - coefficient of equilibrium for the component i.
For activity of the gas components we use the following relations:
~b b
= Py,0PgX,,
o, P %o, (2.72)
Cg - <I>C02p gx g

where ®;(p,, T) is the fugacity coefficient of the component i for the CO,-H,O mixture.
For activity of the liquid components we use the following relations:

b b
c = YhoX
1 H,0*[ »
co, _ _* co, (2.73)
Cl - YCO2 Xl
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The relation (2.73) is valid only when the salinity of the liquid phase is zero (S = 0).
Under the condition of zero salinity we can combine the equations (2.71) with the
closure relation for molar fractions and obtain the following system:

?cg = AX),
.COo _.CO
X, 2 = BX, 2
~b ~CO, (274)
Xg T Xg = 1,
~p  ~CO
xlb+xl 2 = 1,
where
Ky oYn,0 Kco, vco
o A= x> and B= 2>>>.
H,0Pg co,Pg

As long as we know the value of the pressure of the gas phase, the system of the
algebraic equations (2.74) is closed. This means that using this system of equations we
can find the component composition of each phase for any given value of pressure. The
obtained system of equations is called a solubility model. The solution of solubility
model can be represented as a vector function v : R — R* such that

jc\b
b,
xgb
X
_.CO
X, 2

Y(pg) = (2.75)

Therefore we can eliminate the molar fraction of components (or their concentrations)
from the list of primary variables of the final system replacing the mass action laws and
the closure relation for the molar fractions by new state equation (2.75). This approach
is used for example in the simulator DuMu*.

As was already mentioned above,the obtained solubility model is valid only for the
case of zero salinity. In the case when salinity is different from zero in order to find the
component composition of phases we use an algorithm proposed in the article [64].

1) In a first stage we calculate the molar fractions for the system without salt.
Denote by flb R )?;’ ) J?ICOZ, )?gcoz molar fractions of components for system with S = 0. The
values of molar fractions are the solutions of the system (2.74).

2) In a second stage we adapt the solution for pure case to obtain the component
composition for the case when S > 0. This stage can be divided in 4 steps:

Step 2.a: At first we calculate the molality of CO, for pure case (S = 0):

55.508 Xco,

Mg = ——, 2.76
TTlCO2 1_ XCO2 ( )

Step 2.b: Find the molality of CO, for media with salinity S from the following
equation:

Fn\CO
Y*(mNaCI:pg’ T)= - 5 2.77)
Mco,

where my,c = The actual form of coefficient y* can be found in [64].

s
0.058(X2—5)"
Step 2.c: Transform molality of CO,, to molar fraction in the liquid phase:

Mco
02 = : , (2.78)
Mco, + Myacl + 55.508
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Step 2.d: Calculate the molar fraction of brine component in the gas phase:

b afq_C0:_P1S
X, = (1 X, 58)' (2.79)

2.4.6 Viscosity

Liquid phase:
As a model for the viscosity of the liquid phase, we take the equation given in the article
[9] that represents the dependence on salinity and temperature:

u (S, T) = (0.1 +0.333(S + 1.65 + 91.9)) exp(—A), (2.80)

where A(T) - known function of temperature T.

Gas phase:
As a model for the viscosity of the gas phase, we take the equation which is given in the
article [27] and represents the dependence on pressure and temperature:

pn(pg, T) = po(T) + Aulpg(pg, T), T). (2.81)

2.4.7 Relation for diffusion-dispersion vector

For diffusion-dispersion vector we use the following expression:

—

ji = T¢Sapmolar,aD§vx(l§ (2.82)
where
° D§ - diffusion-dispersion tensor,

e 7T - tortuosity (in our tests T = 1),

b C02
X .
® Pmolara = Pal5oTs + (’;%44) - molar density of phase a.

In our model we suppose that the dispersion is equal to 0 and therefore diffusion-
dispersion tensor is isotropic.

In almost all tests we suppose that the diffusion-dispersion coefficients D§ for all
components are constant and we take:

D¥=2x10"7m?/s Va, Vk (2.83)

2.5 One-phase reactive transport

In this section we consider in detail a simplified model of two-phase multicomponent
flow - a one-phase reactive transport. The system considered in this section contains
only one mobile phase - liquid phase (S; = 1). Therefore the equation of the capillary
pressure and the closure relation for the phase saturations disappear from the physical
model of one-phase reactive transport and the phase saturations are excluded from the
list of variables. We also assume that the pressure (p;) and consequently the velocity
field (g;) of the liquid phase is already known from a flow simulation. Therefore there
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is no need for Darcy-Muskat’s law and state equations. As in section 2.3, in the consid-
ered system we have N, different chemical component and N, chemical reactions: N,.,
equilibrium reactions and N, kinetic reactions.

Finally, the physical model consist of N.—N,., balance equations and N,, mass actions
laws. The vector of component concentrations c is the vector of system unknowns.

2.5.1 Balance equations

Each component is in one of two different phases: mobile (liquid), fixed (solid). We
divide the chemical components into the following groups:

® ¢, - mobile primary component,
® C, - fixed primary component,
e C,;; - mobile secondary component,

e ¢, - fixed secondary component.

For the vector of chemical components ¢ = (Es,,Ess,Esg,Ep,,Eps)T matrices S,, S,
M;, M and U take the following forms:

(-1 0 §;p S
Se—(o I s, S, (2.84)
S; S
¢ Ssl Sss
I
0
M, = ; (2.86)
0
0
I
M, = o (2.87)
I
st st 1 0
— 1l sl
U (0 Sz; 0 ]I)’ (2.88)

Thus,we can write the resulting set of balance equation which contains N, — N,
equations:

8(¢Tz)+(1—¢)8(Ts)
at at

where T, = UM,c for a =1,s.

+ Ly(T)) = US{ o). (2.89)
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2.5.2 Mass action laws

The resulting set of mass action laws for one-phase reactive flow has the following form:

loge; = logK., +Sylogc, + S logcy,, (2.90)
loge,, = logK. +Sglogcy + S logcy,, '
where K, ,K, - the parts of vector of equilibrium constants K .

The resulting system of equations for one-phase reactive transport is combined from
equations (2.89) and (2.90).






Chapter 3

Description and validation of the
numerical tools

Contents
3.1 Introduction . . . .. ... i ittt e e 38
3.2 Descriptionof DUMu® . . ... ...... ..t innennnnn. 38
3.2.1 Numerical schemes. . ... ... ... ... ... .. ... 39
3.2.2 Control strategies. . . . . . . . v i vt 39
3.2.3 Model concepts. . . . ... 39
3.2.4 Material SYStemS. . . . . . v i e 40
3.3 Two-phase two-component flow (H,0-CO,) . ovv e 41
3.3.1 Implementationin Dumu® . .. ...................... 41
3.3.2 Numerical simulations . .......................... 41
3.3.3 Summary . ... e e e 51
3.4 ChemiStry . . .. ..o v ittt ittt ettt ettt 51
3.4.1 Resolution of chemical equilibrium systems . ............. 51
3.4.2 Verification examples . ... ........ .. ... ... ... 57
3.4.3 SumMmary . ... 61
3.5 One-phase multicomponent transport . ................... 61
3.5.1 Physicalmodel . ........... ... . ... . ... .. 61
3.5.2 Numerical simulations . .......................... 62
3.5.3 SumMmMary ... ... e e 66
3.6 Reactive tranSport . . . . . . v v v vt ittt ottt e e 66
3.6.1 Systemofequation ............... .. ..., 66
3.6.2 Solution method. Sequential Iterative Approach (SIA) . . . ... .. 67
3.6.3 Implementationin DuMu® . .. .. .................... 68
3.6.4 Numerical simulations . .......................... 68

3.6.5 Summary . ... ... e e 81




38 Chapter 3. Description and validation of the numerical tools

3.1 Introduction

The main objective of the third chapter is the numerical simulations of the physical
models for two-phase two-component flow and one-phase reactive transport considered
in the previous chapter. Construction of effective numerical simulators for these two
models is a necessary first step towards the development of more complex simulator
for two-phase multicomponent reactive flow.

For the simulation of two-phase two-component flow (H,0-CO,) we decided to use
the numerical simulator DuMu¥. In the second section of this chapter, we provide a
brief description of this software and in the third section give the results of simulation
for several test cases which demonstrate its capabilities.

As numerical algorithm for the simulation of one-phase reactive transport, we have
chosen a sequential approach which separates task of finding solution for the original
problem into two subtasks: finding of chemical equilibrium and resolving of transport
equations. In the fourth section we define the problem of chemical equilibrium, present
its numerical simulator ChemEqLib. Performing several test cases, we verify abilities of
this code.

Further, in the fifth section we consider the second sub-problem: one-phase multi-
component transport. For the numerical simulations of this problem, we create a new
module which we call 1pNe in DuMuX. To validate the elaborated code, we perform
the test case with a known analytical solution.

On the basis of numerical simulators for chemical equilibrium problem and one-
phase multicomponent transport, using sequential iterative approach as numerical al-
gorithm, we developed a new numerical simulator for one-phase reactive transport. In
the final sixth section we present this new simulator and perform different validation
tests.

3.2 Description of DuMu*®

DuMu” [2] is a free and open-source simulator for flow and transport processes in
porous media. It is based on DUNE [4], the Distributed and Unified Numeric Envi-
ronment, a modular toolbox for solving partial differential equations with grid-based
methods.

DuMu® includes several standard models of varying complexity, ranging from sta-
tionary isothermal single-phase single-component flow to transient non-isothermal multi-
phase compositional flow. All models employ efficient nonlinear solvers in close com-
bination with a sophisticated time step management. The capabilities of DUNE are
heavily exploited to offer various spatial discretization schemes as well as the possibil-
ity of parallel computations.

DuMu* is coded in C++ and employs high-level generic programming techniques.
The basic principle of DuMu* code designing is modularity. DuMu” provides shelves
of modularized objects, enabling the user to choose the appropriate parts according to
the handled problem. The user is able to select each part of the implementation at each
shelve through specially developed property system. The main shelves of this modular
setup are:

e numerical schemes,
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e control strategies for the simulation,
e model concepts,

e material systems: multitude of substances (components), material laws.

3.2.1 Numerical schemes.

In selection of appropriate numerical schemes, DuMu* let us choose between two ex-
isting standard approaches for the solution of porous media problems: a coupled fully-
implicit approach and a decoupled semi-implicit approach. The fully-implicit approach
discretizes the original coupled balance equations by an implicit method in time. For the
implicit approach DuMu* uses one of two spatial discretization methods: cell centered
finite volume method and box method which unites the advantages of the finite-volume
and finite-element methods. The decoupled approach manipulates the balance equa-
tions toward one equation for the pressure and one or more mass or energy balance
equations where the pressure equation is solved implicitly while the transport is solved
explicitly. In comparison to a fully implicit approach, the decoupled structure allows the
use of different discretization methods for different equations. The standard method
used in the decoupled schemes is a cell centered finite volume method. For both the
coupled fully-implicit and decoupled schemes, the linearized problem obtained after
the procedure of spatial and time discretization is resolved by one of the linear solver
(such as GMRES or others) implemented in DUNE.

3.2.2 Control strategies.

In DuMu®, both the coupled fully-implicit and decoupled schemes use the same code for
the time-step control: the period of simulation, at first, is divided into episodes, defined
as time periods where boundary conditions, source terms are differentiable with respect
to time. Then simulation time is advanced by the minimum of the time-step suggested
by numerical schemes or the time span until the end of episodes. For the coupled fully-
implicit schemes, the time step is controlled based on the number of iterations required
by the Newton method to achieve convergence for the last time integration. For the
decoupled schemes, the time-step size is calculated by CFL-like criteria.

3.2.3 Model concepts.

At the level of selection of appropriate models, for handled problem, DuMu* provides a
broad range. An overview of the currently available models is given in Table 3.1. Each
model can be chosen largely independent from the problem description (exact form of
material laws, components properties etc.).

coupled-fully implicit decoupled semi-implicit

1p, 1p2c, 2p, 2pni, 2p2c, 2p2cni, | 1p, 2p, 2p2c
2pdfm, 2pni, 3p, 3p3c, 3p3cni,
€02, co2ni, mpnc, Richards

Table 3.1: Currently available models within DuMu*
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In the names of models in Table 3.1, the following nomenclature is used: p stands
for phase, ¢ for component and ni for non-isothermal. The description of each model
can be found in [3].

3.2.4 Material systems.

The DuMu” material system constitutes a framework that allows a convenient definition
and usage of parameters and material laws. This framework has a modular structure
and is separated into the following parts.

Components. The term component stands for constituents of the phases which can
be associated with a unique chemical species or with a group of species exploiting
similar physical behavior. Each component is implemented as a class consisting
of member functions describing the physical properties of the component. This
ranges from simple constants like molar mass to complex relationships like the
density depending on pressure and temperature.

FluidSystems. A FluidSystem describes the properties of the participating fluid phases.
This includes phase densities and viscosities as well as fugacities and diffusion co-
efficients of components inside phases. The properties of the fluid phases usually
depend on their current composition which is described in a seperate object of
type FluidState containing the saturation and mole fraction values. A FluidSys-
tem is implemented in the same way as a component.

FluidMatrixInteractions. This module collects the material laws which describe inter-
actions of fluid phases with the porous medium, i.e capillary pressure law and rel-
ative permeability. A collection of standard laws is provided, e.g. Van-Genuchten
[67] and Brooks and Corey models [16]. Each material law uses a set of appro-
priately definable parameters of type MaterialLawParams, which may depend
on the location inside the domain.

SpatialParameters. This part collects all parameters that may vary depending on
the location within the porous medium. It admits a local assignment of purely
intrinsic properties like porosity, permeability or heat capacity.

Up to now, DuMu” is an academic research code and thus primarily targeted to-
wards researchers and particularly PhD students to code, test and apply new math-
ematical and numerical modeling approaches. Thanks to the abstraction principles
employed in the basic DUNE framework, this can be achieved without any knowledge
of the underlying detailed implementations. Still, a profound knowledge of advanced
C++ programming techniques is required from the current users and developers.

3.3 Two-phase two-component flow (H,0-CO,)

3.3.1 Implementation in Dumu*®

The physical model of two-phase two-component flow (H,0-CO,) was described in
section 2.4. The numerical simulator for this system is already implemented in DuMu*
in the module called CO2. This module is based on another DuMu* module which is
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developed for more general case of two-phase two-component flow. Below we give a
brief description of the main features of the modules 2p2c and CO2.

The two-phase, two-component model: TwoPTwoCModel 2p2¢ This model im-
plements two-phase two-component flow of two compressible and partially miscible
phases a € (I((liquid phase)), g(gas phase)) composed of the two components i €
(w(water), a(air)) and uses fully-implicit approach. All equations are discretized using
a vertex-centered finite volume (box) scheme as spatial discretization and the implicit
Euler method as time discretization.

By using relations for the capillary pressure p. = p, — p; relative permeability k.,
and taking advantage of the fact that S; + S, = 1 and x}" + x/ = 1, the number of
unknowns can be reduced to two. The used primary variables are either p; and S, or
p, and S;. By default, the model uses p; and S,. In this model there is primary variable
switch which can change the second primary variable depending on the phase state:

e both phases are present: saturation S, is second primary variable as long as 0 <
Sy <1,

e only liquid phase is present: the mole fraction of air in the liquid phase x;' is
second primary variable as long as the maximum mole fraction is not exceeded

a a
(xl < xl,max)’

e only gas phase is present: the mole fraction of water in the gas phase xg,” is second
primary variable as long as the maximum mole fraction is not exceeded (xg’ <
X;V,max)‘

The CO, model: CO2 The CO2 model is derived from the 2p2c model. In the CO2
model the phase switch criterion is different from the 2p2c model. The phase switch
occurs when the equilibrium concentration of a component in a phase is exceeded,
instead of the sum of the components in the virtual phase (the phase which is not
present) being greater that unity as done in the 2p2c model. The CO2 model do not
use constraint solver for calculating the mole fractions as is the case in the 2p2c model.
Instead mole fractions are calculated immediately in the FluidSystem with a given
temperature, pressure and salinity. Additionally, instead of direct calculations the values
of gas phase density is computed by linear interpolation of tabulated function [63]
obtained by external calculations.

3.3.2 Numerical simulations

We present four test cases showing how to use the CO2 model of Dumu” to simulate
two-phase two-component flow (H,0-CO,). Because we have used the code without
new developments, we do not include detailed quantitative comparisons with the orig-
inal source.

3.3.2.1 Test case of Neumann, Bastian and Ippisch

Description of Test 1. The description of the first test is taken from the article [48].

In this test, CO, is injected into the lower part I, of the left border of the rectangular

domain 600 x 100 m with a flux of qé”o . The domain is located at 800 m under the
2
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surface. Top, bottom and left (except injection zone TI;,) sides of the domain have
no-flux boundary conditions. For the Dirichlet boundary on the right side, we choose
hydrostatic pressure for the liquid phase (3.1) and zero value for the mass fraction of
CO,, in the liquid phase.

b1 =patm+(hdepth_.)/)plg; (3.1)

where hg,,, is the depth of the bottom boundary of the domain and y is vertical coor-
dinate counted from the level of this boundary.

At the initial time, we have only the liquid phase (S; = 1), hydrostatic pressure for
the entire domain (3.1) and zero mass fraction of CO, in the liquid phase (X ZC 2 _ 0).
The size of injection zone [}, is equal to 2 m. The physical parameters for this test can
be found in Table 3.2. Mesh parameters are given in Table 3.3.

Parameter Value Parameter Value
¢ 0.2 q 4.1072 [kg/m?s]
2
S, 0.0 Sgr 0.0
A 2.0 De 10° [Pa]
K 1072 [m®] | parm 10° [Pa]
T 313.15[K] | Salinity 0.0

Table 3.2: Physical parameters for the test case of Neumann et al.

Size 600 x 100 [m]
Number of elements 120 x 20

Table 3.3: Parameters of the mesh for the test case of Neumann et al.

Results of simulation. The results of this test are shown in Figure 3.1. The saturation
of the gas phase is represented at 3 different periods of simulation: 7, 20, 65 days. Also
in this figure the contour lines depict the molar fraction of CO, in the liquid phase. For
comparison, at the Figure 3.2 original results obtained by Neumann et al. in [48] are
presented.

In this test, the CO, migrates upward by buoyancy effect until it reaches the top of
the domain with no-flux conditions and then is driven to the right by advective forces.

When we compare our results with those of Neumann et al. [48], we observe that
the evolution of the saturation and mass fraction for CO, are similar, but that some
differences can be seen. The shapes of the contour lines are slightly different, and the
same is true for the maximum values. These differences may be related to the fact that
some of the physical laws and its realization in two codes may be differ for example
realization of solubility model or viscosity model . Also the mechanism of primary
variable switch used in [48] does not match to those used in DuMu”. Last and possibly
the most important factor is that the exact length of injection zone T}, is not indicated
[48].
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Figure 3.1: Results of simulation. CO, saturation and molar fraction of dissolved CO,,
in the liquid phase (contour lines for xlco2 =0.05,0.011,0.016).
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3.3.2.2 Test case of Bielinski (bottom Injection)

Description of Test 2. The description of the second test is taken from [8]. In this test,
we consider a rectangular domain 3000 x 1000 m. The domain is located at 1500 m
under the surface. The model domain contains two different sub-domains 2, at the top
and the bottom and 2, in between. Q, is a thick layer with low value of permeability
that prevents the carbon dioxide from rising towards the surface. Top and almost all
bottom of the domain have no-flux boundary conditions. The left and the right parts are
Dirichlet boundaries with hydrostatic pressure (3.1) and zero condition for CO, mass
fraction in the liquid phase X lc %2 = 0. At the central part of the bottom boundary there
is time limited injection of CO,, (qlC”OZ).

Initially we have only the liquid phase (S; = 1), hydrostatic pressure for the entire
domain (3.1) and zero mass fraction of CO, in the liquid phase (X lc %2 = 0). The physical
parameters are given in Table 3.4. The geometry of the domain is shown in Figure 3.3.
The domain is discretized by a mesh of 150 x 50 elements.

Parameter Value Parameter Value
¢ 0.2 qgg)2 0.02 [kg/m?s]
if t <40 days and O otherwise
S, 0.2 Sgr 0.05
A 2.0 Pe 10° [Pa]
Kq, 1072 [m?] Kq, 10~ [m?]
T 303.15 [ K] Salinity 0.25

Table 3.4: Physical parameters for bottom injection test.

3000 m

Ql 250 m
E 35
3 QQ 350 m
= )

0 400 m

B |

200 m
Injection zone

Figure 3.3: Geometry of the domain for bottom injection test.

Results of simulation. The saturation of the gas phase is represented in Figure 3.4
at different times of the simulation: 1, 10, 100 years of simulation. In this figure we
see how CO, enters the domain from below and migrates upward by the influence of
flow induced by injection and the influence of gravity (buoyancy effect) until it hits the
layer of low permeability. It penetrates the layer, but quickly stops moving, because the
residual saturation is reached and no more CO, flows into the domain.
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The distribution of CO,, in the liquid phase is represented in Figure 3.5. In this figure
we see that the movement of the carbon dioxide in the liquid phase almost coincides
with the movement of the gas phase. But at t = 100 years we find that under the
influence of gravity the liquid phase saturated by CO, starts to fall due to its higher
density than unsaturated liquid phase.

The obtained results are not exactly the same as those given in [8] but basic ten-
dencies observed in the flow coincide. The observed difference can be explained by
difference in undetermined physical properties of the test case. For example form of
Henry’s and Raoult’s laws, viscosity model, state equations of densities are not given
in [8]. But despite this we can conclude that the basic tendencies observed in the flow
coincide.
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3.3.2.3 Test case of Bielinski (fingering)

Description of Test 3. The description of the third test is again taken from [8]. In
this test we consider a rectangular domain of size 50 mx20 m. The domain is located
at 1500 m under the surface. Bottom, right and left sides of the domain have no-flux
boundary conditions. For the Dirichlet boundary on the top side, we have hydrostatic
pressure for the liquid phase and 5 % value for the gas phase saturation. Initially we
have two layers in the domain with different physical parameters. In the top layer both
phases are present, the saturation of the gas phase equals 5 %. In the bottom layer there
is only the liquid phase, the mass fraction of CO,, in the liquid phase is zero (X ZC % = 0).
Also we set hydrostatic pressure for the entire domain at the initial time. The physical
parameters are given in Table 3.5. The domain is discretized by a mesh of 100 x 40
elements. The length of mesh element equals 0.3125 m.

Parameter Value Parameter Value
¢ 0.2 thickness of top layer | 5 [m]
Sir 0.2 Ser 0.05
A 2.0 DPe 103 [Pa]
K 10712 [m?] Patm 10° [Pa]
T 303.15 [K] S 0.0

Table 3.5: Physical parameters for fingering test .

Results of simulation. The distribution of carbon dioxide in the liquid phase obtained
in our simulations is represented in Figure 3.6 after two years of simulated time.

The density of the water saturated by CO, is higher then the density of the pure
water. This difference under influence of gravity force creates the instability in the do-
main. Numerical errors of solver (round-off, accuracy etc.) break unstable equilibrium
state of the system and caused the movement called fingering.

20
Eos
15 5
‘ —0.04
E 10 —20.03
g éo.oz

omm

20 30
X [m]

Our results

Figure 3.6: Fingering caused by density differences: the value of mass fraction of dis-
solved CO, in the liquid phase after 2 years of simulation.
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3.3.2.4 Test case of Class et al. (leaky well)

Description of Test 4. The fourth test is an adaptation of a three-dimensional test
described in [22] to two-dimension. In this test we consider a rectangular domain 201
mx160 m. The domain is located at 800 m under the surface. The model domain con-
tains three different sub-domains with different values of physical parameters: Q; at
the top and the bottom, 2, in between and Q3. 2, is the impermeable layer that pre-
vents the carbon dioxide from rising towards to surface. 25 is a thin vertical pipe with
high permeability located in the center of the domain and crossing the entire area (see
Figure 3.7). The top and the bottom of the domain have no-flux boundary conditions.
For the Dirichlet boundary on the right and left side we have hydrostatic pressure for
the liquid phase and X lc % =0, CO, is injected in a zone at the left side of the bottom
layer at the rate q’c’})z.

Initially, we have only the liquid phase (S; = 1), hydrostatic pressure for the entire
domain (3.1) and zero mass fraction of CO, in the liquid phase (X lC 2 _ 0). The physical
parameters of the test can be found in Table 3.6. The geometry of the layers is described
in Table 3.7. The domain is discretized by a mesh of 201 x 160 elements.

\ f Q]
aquifer 0 m
leaky well
£y
i I S aquitard 100 m
. aquifer
Q3/ 30m
= 100 m

Figure 3.7: Geometry of the domain for leaky well test (taken from [22]).

Results of simulation. The results of this test are shown in Figure 3.8. The saturation
of the gas phase is represented at 3 different periods of simulation: 100, 150, 200 days.
The CO, migrates upward by buoyancy effect until it reaches the impermeable layer Q,
and then moves to the right by advective forces. Then CO, comes to the tube Q3 and
moves to the top of domain. Finally, carbon dioxide reaches the top of the domain with
noflux condition and under the influence of advection moves to the left or right side of
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Parameter Value Parameter Value
¢ 0.15 qg;)z 4,708 10~* [kg/m?s]
S, 0.2 Ser 0.05
A 2.0 De 10* [Pa]
Kq, 107 [m?] Ko, 1072 [m?]
Kq, 10712 [m?]
T 303.15 [K] S 0.25

Table 3.6: Physical parameters for leaky well test.

Size 201 x 160 [m]
Thickness of bottom layer 30 [m]
Thickness of middle layer 100 [m]
Thickness of top layer 30 [m]
Diameter of tube Q5 1 [m]

Table 3.7: Parameters of the mesh for leaky well test.

the domain.

The obtained results are difficult to compare with results presented in [22] since
our simulations are only two-dimensional adaptation of three dimensional test case and
thus we can not observe the effects caused by existence of the additional dimension. But
despite this, we can observe that the main tendencies in spreading of injected carbon
dioxide gas are similar and have the identical time scale.

3.3.3 Summary

In this section we have realized four different test cases for the two-phase two-component
H,0-CO, flow. Performing these tests we verify the capabilities of DuMu® simulator.
The principle studies were set up the CO, flow in the subsurface on different time and
space scales. Summarizing the obtained results we can conclude that:

e The 2p2c module in Dumu® gives us all the necessary tools to define the geomet-
ric parameters of numerical tests, to describe the types of boundary and initial
conditions, to use the different variants of physical laws of model (Henry’s and
Raoult’s laws, state equations).

e The results obtained on these test cases show behavior consistent with what is
theoretically expected.

e Comparison of our results with the results obtained by other authors shows that
DuMu* simulator is capable to demonstrate the similar evolution of two-phase
two-component flow as other numerical simulators.
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Figure 3.8: Saturation of the gas phase for leaky well test.

3.4 Chemistry

3.4.1 Resolution of chemical equilibrium systems
3.4.1.1 System of equations

In the previous chapter we derived the system of equations of coupled two-phase mul-
ticomponent flow (2.67). The solution of this system gives the evolution of the concen-
tration of the components as a function of time. In this section, we consider the case of
a closed chemical system, i. e. we want to find the solutions of chemical equilibrium
for given values of the total concentrations. For this case, the balance equation for total
concentration is used to fix a linear combination of the component concentrations. The
final system of equations is obtained by combining these mass balance equations with
the mass action laws:

log ¢y logK,; + Sy log ¢, + S5 logé

ps>
logé,, = logK,+Sg logépl + S, logéps,
logé,, = logK,, + S, logéy.
S;STeqg +(1—¢)STe, + ¢S, ST e, +pS;c —
Ubc — (¢11151T( ¢)5155T¢gglsg ¢lpl =T=¢SZTZ+TS+¢Sng.
¢SISZSCSI + (1 - ¢)Ssscss + (1 - ¢)Cps

(3.2)
where U is the elimination matrix defined previously in section 2.3.2.
The obtained system of equations (3.2) are closed and have the set of unknowns
T .

sg> Cpls cps) , while the values of
. = e T

vector of total concentration T and vector of equilibrium constants K = ( K, Kss, K g)
are given. Thus we have a system of equations with N, unknowns and with N, equa-

consisting of component concentrations ¢ = (csl, Css, C
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tions.

The system of equations (3.2) is nonlinear and the existence and uniqueness of
solution isn’t proven in the general case. But for special cases of two-phase system
(liquid and solid) there are results [36] that demonstrate the existence of solutions for
such system of equations.

3.4.1.2 Solution method

Types of chemical reactions The proposed formulation of chemical equilibrium prob-
lem can involve both homogeneous (aqueous complexation) and heterogeneous reac-
tions (mineral dissolution/precipitation and ion exchange).

Homogeneous reactions involve only the liquid phase. Relations between compo-
nents activities are expressed by mass action laws

(logéy); = (log Kp); + (Sy log épy);.- (3.3)

For the sake of simplicity, we assume that all components of homogeneous reactions
have ideal activity, and do not take into account the correction term (¢; = c;).

Heterogeneous reactions in contrast define the inter-phase chemical interactions
and contain both solid and liquid or gas components.

Heterogeneous ion exchange reactions can involve different solid components.
In a similar way to homogeneous reactions the component activities are coupled
by mass action laws

(IOg 6ss)i = (IOngs)i + (Ssl log 6pl)i + (Sss log 6ps)i- (3-4)

The activity model of solid components involved in ion exchange reaction has a
complex physical basis, but for simplicity further in this work we use for such
solid component the same ideal activity model as for the liquid components.

Heterogeneous precipitation-dissolution reactions describe the interaction of one
solid component (mineral) with the set of liquid components. The presence of
these reactions in a chemical system adds the following difficulty: it is in general
not known a priori which of the minerals are present in the system and which
are completely dissolved. The presence of a mineral means that the liquid phase
is saturated with respect to the corresponding precipitation-dissolution reaction
and the activities of the involved components in the reaction are coupled by

(éss)i = (IOngs)i + (Sslépl)i- (3.5)

If the liquid phase is undersaturated, then the corresponding mineral is fully dis-
solved and its concentration is equal zero: (¢,); = 0. The condition for liquid
phase saturation will be given later.

From the above brief description of chemical reaction types we can conclude that
basic aspects of modeling (mass action law, activity ) for homogeneous and ion ex-
change reaction are similar. In contrast for the description of precipitation-dissolution
reactions, we should introduce additional conditions which define whether the liquid
phase is saturated or not. For this reason, first, we consider the process of finding so-
lutions of chemical equilibrium for a chemical system that contains only homogeneous
and ion exchange reactions. The algorithm used for precipitation-dissolution reactions
will be detailed later.
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System of homogeneous and ion exchange reactions. As stated above, we assume
that liquid and solid components involved in homogeneous and ion exchange reactions
have the same ideal activity model. This implies that the mass action laws of chemical
reactions provide an explicit expression for the concentrations of secondary components
(Csla CSS)T in terms of primary component concentrations (cpl, cps)T:

cy o108 Ky +Sy log ey )
Cos = e(logK55+Ssl logc,;+Sgs logceys) |2 (3.6)
where we use the convention that (e“); = e;.

The total concentrations of primary component of considered chemical system is
given by following formula:

(3)=( oy Sopreoten ) 37)
Tps ¢Cps+¢sz;csl +(1_¢)SSY;C$S

Lumping all the terms into the right hand side of (3.7), we can construct the fol-
lowing linear function F:

T 1 (l)C l+ ¢STCZ )
F(cy,Cos, Cppy Cos) = | =P | — p 1rs =0 (3.8)
( sbo s> Tl ps) (Tps) (¢Cps + GstTlez +(1_¢)Sz;css

Using the explicit dependence of secondary component concentrations from primary
component concentrations (3.6), we can eliminate the secondary components from
(3.6) to obtain a new nonlinear function, which depends only on primary component
concentrations:

T _ logK;+S;; logc log Kss+Sy; log ¢, +Sqs log ¢ s
F(Cplicps)_F(e( g Ky +S;; log pl’e( g 1logcp; g p)’cpl,cps) (3.9)

Thus, the solution of chemical equilibrium of the system with homogeneous and ion
exchange reactions for given values of the total concentrations can be found by solving
the nonlinear system of equation:

F(cp1,cps) =0. (3.10)

Instead of primary component concentrations, we use the logarithms of concentra-
tions as variables of system (3.10). The new variables provide better scaling of values in
the solution vector and guarantee positivity of component concentrations. For solving
system (3.10), we use a variant of Newton’s method and its modifications [54].

Systems with mineral components. In this paragraph we describe the algorithm for
finding the chemical equilibrium for a system of reduced complexity without homoge-
neous and ion exchange reactions. For this we consider a chemical system that contains
N, minerals and N; liquid components. We also assume that all reactions are mineral
precipitation equilibrium reactions, one for each component. As primary components
we choose all liquid components (c,;), as secondary - minerals (¢ mineral)- The system
of chemical reaction in this case can be written in the following way:

Css,mineral = Ssl,mineralcpl (3-11)
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Then the total concentrations of primary liquid component can be found from the
following formula:

Tpl = ¢Cpl + (1 - ¢)S£’mineralcss,mineral (3.12)
If it is known that no complete dissolution of minerals takes place, then the equilib-

rium conditions can be expressed by the mass action laws with ideal activities for liquid
components and constant activity (set to unity) for the minerals:

0= (longs,mineral)j + (Ssl,mineral log Cpl)j5 j=1 oy Ns. (3.13)

or E(cp,;) where
E(Cpl ) = IOg Kss,mineral - S.sl,mineral lOg Cpl ’ (3 14)
under condition of positive primary liquid component concentrations.

Condition (3.13), expressing saturation of the fluid with respect to the correspond-
ing reaction, has only to be fulfilled if the corresponding mineral is present,i.e., when
(Css,mineral) j > 0.

Also we cannot exclude the possibility that the fluid is undersaturated and the min-
eral j fully dissolved, i.e.

Ej(cpl) = (_ 1Ongs,mineral)j - (Ssl,mineral log Cpl)j >0 and (Css,mineral)j =0. (3.15)

A general unified formulation for the saturated and the unsaturated situation can
be expressed as a nonlinear system of complementarity conditions [37]:

(E(Cpl) =0and Css,mineral = 0) or (E(Cpl) >0 and Css,mineral = 0). (3.16)

where all inequalities are to be understood componentwise. A well known solution
strategy for problem (3.16) and (3.12) (proposed by [13] and used in ChemEqLib is
to make an assumption as to which subset of minerals is present, and to solve only the
corresponding equations from (3.16) together with (3.12) by finding a root of nonlinear
vector function G(c,;, Css minera) Such that

o (Gl) RNy NN, (3.17)
Gy
where
G = Tpl - ¢Cpl -(1- qb)SSTl’minerales,mineral (3.18)
and

(Gy); = Ej(cpy) if mineral j is present or (Gy); = (Css minerar); if mineral j is dissolved.
(3.19)
In contrast to (3.10) in the system of equation

G(Cpl’ Css,mineral) =0 (3.20)

the concentration of secondary components Cg minera; are not eliminated from the list
of system variables. Also the component concentrations in system (3.20) can not be
replaced by its logarithms for the reason that zero or negative values are possible for
mineral components [61]. The obtained solution of (3.20) should be checked if it is
physical or not. If not (concentration of some minerals are negative or liquid phase is
oversaturated), then the assumption must be modified following certain heuristic rules
and the computation must be repeated until a physical solution is found. The scheme
of this algorithm is shown in Figure 3.9.
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Solve equation G = 0 for
current mineral assemblage

!

Any undersaturated minerals in system? | No
((‘."'.‘-.Hl;.]l[']"rl]}_I <0

J, Yes

Remove most undersaturated mineral -

| §

maost llt‘gilli\'(‘ ((’.»m.]uirlt-ritl}_.l'

Any supersaturated mineral? <
Ej(ep) <0 No
J, Yes
Add most supersaturated mineral -
most negative £
Physical solution -

Figure 3.9: Procedure of finding the physical solution in a chemical system with mineral
components (taken from [13]).

The main disadvantages of this strategy is that one nonlinear system must be solved
several times for each mineral configuration. Although there is no proof that this proce-
dure converges, in practice it was found to be efficient. A more rigorous method, based
on semi-smooth Newton method, has been proposed by S. Krdutle [37] (but it was not
been yet implemented in our code).

3.4.1.3 Software

As software for our simulations we use code the ChemEqLib realised in C++ language
by Michel Kern [1]. For description of the chemical system with this code we use two
input files:

e nameofproblem.pot - in this file we describe the stoichiometric part of the prob-
lem: number of each type of components, the set of primary and secondary com-
ponents, chemical reactions and their equilibrium constants.

e nameofproblem.exp - in this file we indicate the value of vector of total concen-
trations T.

From this input data, the program construct the function F (3.10) or G in (3.20). Then
using tools from the library GNU Scientific Library (GSL) [6] for multidimensional root-
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finding for nonlinear system of equations, the program finds the root of the equation by
Newton’s method. Also there is external loop for the case with precipitated components
which gives the opportunity to define if precipitated component should be active or not.

3.4.2 \Verification examples

For verification of the ChemEqLib code we complete three different tests. For each test
we give the information about the chemical system in the form of Morel’s tableau [47].
Also we add the values of the vector T in this table and indicate the concentrations of
all components as result of calculations.

3.4.2.1 Ion exchange "ex11"

Description of Test 1. For the first test we take a system with 6 components and 2
chemical reactions from [17]. The Morel’s tableau of this chemical system is given in
Table 3.8. In this table we also indicate the value of the total concentrations.

K* Ca** APt KX log K
K" 1 0 0 0 0
Ca®* 1 0 0 0
AR 0 0 1 0 0
KX 0 0 0 1 0
CaX, -2 1 0 2 0.81
AlX, -3 0 1 3 0.125
Total conc. —1-1072 3.1072 21073 1.2-1072

Table 3.8: Parameters for ions exchange test.

Results of simulation. In this test case we suppose that all components have the same
ideal model of activity. Therefore the vector of variable of the function F (3.10) con-
sists only of concentrations of primary components: K*, Ca?*, AI**, KX. In Table 3.9
we give the value of their concentrations and compare our results with J. Carrayrou’s
results [17]. From this comparison we can see that the results are identical. Also we
compare the efficiency of different methods of root finding. In Table 3.10 we indicate
the number of iterations which is necessary for convergence of the different methods
where "newton" corresponds to Newton’s Method (the standard root-finding algorithm

Name of component | Concentration(our solution) | Carrayrou’s solution
K" 7.637-107* 7.637-107%
Ca?* 1.674-107* 1.674-107%
APt 3.005-107* 3.005-107%
KX 1.237-1073 1.237-1073

Table 3.9: Solution of ions exchange test.
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Method | Number of iterations
newton 7
hybridj 16
hybridsj 16

Table 3.10: Convergence of ions exchange test.

without globalization), "hybridsj" is a modified version of Powell’s Hybrid method, "hy-
bridj" is an unscaled version of "hybridsj" method.

More detailed description of these multidimensional root-finding methods are given
in the documentation of the GSL library [5]. All root-finding methods used in our
simulations are iterative. Thereby for each of these algorithms we should define initial
approximation of solution (initial point). In preliminary tests, we found out that the
most effective variant of initial component concentrations is the concentration equal
to the total concentration. Thus in this and following tests in this section we use the
vector of total concentrations as initial approximation.

3.4.2.2 Galic acid

Description of Test 2. For the second test we take a more complex system with 17
components and 14 chemical reactions [17]. The Morel’s tableau of this chemical sys-
tem is given in Table 3.11. In this table we also indicate the value of total concentra-
tions.

H* AIP* H,L Log K
H* 1 0 0 0
AP* 0 1 0 0
H,L 0 0 1 0
OH~ -1 0 0 -14
H,L -1 0 1 -4.15
HL?* -2 0 1 -12.59
L* -3 0 1 -23.67
AIHL* -2 1 1 -4.93
AlL -3 1 1 -9.43
AILY -6 1 2 -21.98
AILS -9 1 3 -37.69
AL (OH), (HL)3 -8 2 3 -22.65
AL, (OH), (HL),L* -9 2 3 -27.81
AL, (OH), (HL)L" -10 2 3 -32.87
AlL,(OH),L3" -11 2 3 -39.56
AL L -9 4 3 -20.25
AI:(SH) JH, LY -5 3 1 -12.25
Total conc. pH=5.8 1073 1073

Table 3.11: Parameters for test galic acid test.
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Results of simulation. In this test case we suppose that all components have the
same ideal model of activity. The concentration of primary component H is fixed at
the level pH=5.8 or [H*]=1.58- 107° mol. Therefore the variables of function F (3.10)
are only the concentrations of the remaining two primary components: Al**, H,L. In
Table 3.12 we give the values of their concentrations. Again, results are in agreement
with J. Carrayrou’s results [17].

Name of component | Concentration(our solution) | Carrayrou’s solution
APY 2.03-107° 2.03-107°
H,L 2.59-1077 2.59-1077

Table 3.12: Solution of galic acid test.

Also we compare the efficiency of different methods of root finding. In Table 3.13
we indicate the number of iterations necessary for convergence of method.

Method | Number of iterations
newton 39
hybridj 71
hybridsj 69

Table 3.13: Convergence of galic acid test.

3.4.2.3 Iron diagram

Description of Test 3. In the third test we consider the chemical system of iron com-
pounds with 14 components and 10 chemical reactions [17]. The Morel’s tableau of this
chemical system is given in Table 3.14. In this table we also indicate the value of total
concentrations. In this test we have two types of components with different model of
activity. Components of first group (H*, e~ (free electrons), OH", H,CO,, HCO;, CO%‘,
Fe®*, Fe**, FeOH**, Fe(OH)) are liquid and have ideal activity. Components of second
group (Fe(s), FeCO,(s), Fe(OH), (s), Fe(OH),(s)) have fixed activity and may precipi-
tate. The concentrations of primary component H" and e~ are imposed (pH= —log ci+
and pe= —logc,-). As primary component we choose: H*, e”, HCO;, Fe?".

Results of simulation. Values of pH and pe vary from pH=0 to pH=15 with step
ApH= 0.1 and from pe=-15 to pe=20 with step Ape= 0.1. For each particular value
of pH and pe we compare concentrations of iron compounds of system (Fe", Fe3T,
FeOH?*, Fe(OH),, Fe(s), FeCO,(s), Fe(OH),(s), Fe(OH),) and mark the compound
with maximal concentration. In Figure 3.10 distribution of dominant component of
system depending on the concentration of imposed components H" and e~ is shown.

Correct distribution of dominant component of the considered chemical system is
shown in Figure 3.11 and taken from [17].

From a comparison of the two diagrams we can find that the distribution of dom-
inant component basically resembles, but in our result (Figure 3.10) we can detect
instable areas (dotted areas) near to the border of dominant component regions. The
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H* e HCO; Fe** | Logk
HT 1 0 0 0 0
OH- 0 0 0 0 -14
H,CO, 1 0 1 0 6.3
HCO; 0 0 1 0 0
Coz -1 0 1 0 -10.3
Fe?" 0 0 0 1 0
Fe3* 0 -1 0 1 -13
FeOH2* -1 -1 0 1 -15.2
Fe(OH), -4 -1 0 1 -34.6
Fe(s) 0 2 0 1 -14.9
FeCO, (s) -1 0 1 1 0.2
Fe(OH),(s) | -2 0 0 1 -13.3
Fe(OH),(s) | -3 -1 0 1 -16.5
Total conc. | pH pe 102 107

Table 3.14: Parameters for iron diagram test.

Figure 3.10: pe-pH diagram (our result).

appearance of these areas is related with poor convergence of root-finding method for
nonlinear chemical equilibrium problem into them. The main reason for not conver-
gence is a wrong choice of initial approximation. Close to the border between dif-
ferent dominant component regions the domain of appropriate initial approximations
decreases and in some cases root-finding method used in ChemEqLib doesn’t converge
to the right solution. In our simulations we simply use the vector of total concentra-
tions as initial approximation. More intelligent and adaptive approach for initial point
selection could significantly reduce the size of zones without convergence.
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Figure 3.11: pe-pH diagram (Carrayrou [17]).

3.4.3 Summary

In this section we have realized three different test cases of the finding of chemical
equilibrium. Performing these tests we verify the capabilities of ChemEqLib code. Sum-
marizing the obtained results we can conclude that:

e ChemEqLib code give the opportunity to define the chemical system of different
complexity, chose the type of component activities, the values of total concentra-
tion and the root-finding algorithm,

e the used iterative root-finding algorithms converge to the solution of system of
equations for chemical equilibrium (3.2).

3.5 One-phase multicomponent transport

3.5.1 Physical model

The transport of a non-reactive component in a porous medium under the influence
of advection, diffusion and dispersion is deduced from the mass conservation law and
written in the following form:

¢% +V.(q¢)+V.(—DVc) = f, (3.21)

where
e c is the concentration of the component [mol/m?],

e ¢ is the flow velocity (Darcy’ velocity) [m/s],
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e ¢ is the porosity [-],
e f is the source term [mol/m?3s],
® D = Dygjgr + Dy;sp is the diffusion-dispersion tensor.
Ddiff == dmI (322)
where
e d,, is the molecular diffusion coefficient,
e [ is the identity tensor.
Dgisp = | 1(dE(q) +d, (I - E(Q))), (3.23)
where
_ 499;
"B
e d,; is the longitudinal dispersion coefficient [m],

e d, is the transversal dispersion coefficient [m].

3.5.2 Numerical simulations
3.5.2.1 Modifications and implementation in Dumux

Numerical model of one-phase multicomponent transport was not implemented in cur-
rent version of DuMu*. For this reason we decided to create a new module called 1pNc
which resolves the transport equation with known velocity ¢ for N, components dis-
solved in a fluid. As the basis for this new module, we took existing OnePTwoCModel
(1p2c).

The one-phase, two-component model: OnePTwoCModel (1p2c). This model im-
plements a one-phase flow of a compressible fluid, that consists of two components
(water and chemical component i dissolved in water). For calculation of the phase
velocity, the model uses standard Darcy’s law:

—

K
¢ =——(Vp—pg) (3.24)
w
The system of balance equations consist of one continuity equation:
o,
$ V(D=1 (3.25)

and the transport equation for dissolved component i

2 pX!
ot

¢ +V.(pX'q)+ V.(~pDVX) =, (3.26)
where X' is the mass fraction of the component i. All equations are discretized using a
vertex-centered finite volume as spatial discretization and the implicit Euler method as
time discretization. The primary variables are the pressure p and the mass fraction of
dissolved component i.
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The one-phase, multicomponent transport model: 1pNc. To adapt the model used
in 1p2c module to the model of one-phase multicomponent transport, we have made
the following list of changes:

¢ In contrast to OnePTwoCModel the velocity of multicomponent transport is sup-
posed to be known. By this reason we replace realization of Darcy’s law by a
function that returns the vector of velocity which correspond to known pressure
field depending on the position in space.

e The pressure p is eliminated from the list of primary components.

e Under the condition of known velocity, the continuity equation (3.25) is not nec-
essary. Thus we eliminated this equation in numerical scheme.

e We add the possibility to change the number of dissolved components.
e Instead of mass fraction of dissolved components as primary variables, we use
i
their concentration (c; = p—).
M;

Further we present numerical test cases which demonstrate operability of the cre-
ated module 1pNc and verify its ability to simulate one-phase multicomponent trans-
port (H,0-CO,).
3.5.2.2 Analytical test case

Description of Test 1. In this test we want to compare the concentration given by the
created module 1pNc implemented in DuMu* [67] and the two-dimensional analytical
solution [40] that corresponds to the following conditions:

o the domain is homogeneous (porosity is constant ¢ = 1),
e the domain is rectangular of the size 100 m x 40 m,

. . . . . — T
e imposed flow is one-dimensional and parallel to x-axis (q = (1, O) ),
e initial concentration is equal to zero (c(x,y,t =0) = 0),

e boundary conditions are of Dirichlet type, concentration is imposed at the left side
of the domain: ¢(0,y,t) =c if |y| <a (=8) and ¢(0,y,t) =0if |y| = a (= 8),

e molecular diffusion is neglected (d,,, = 0),
e d;=2m,d, =02m.

The geometrical configuration of the test is shown in Figure 3.12.
The analytical solution for this configuration is given by [40]:

o(x, y, t) = —2 1_[ T_%(erf( a+yl)+erf( a_yl))exp(_(x__‘”l)z)df. (3.27)
(167d;))z Jo (4d,7)2 (4d,7)2 (4d;7)2

For computation of the integral we use Gauss-Chebyshev’s formula based on Cheby-
shev polynomials of first order:

ff(x)dw—Zw(&k)\/l ar(SFa+220), (3.28)
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Figure 3.12: Configuration of the test case.

where §
gk = cos (2 _1)7-[7 W(‘Sk)z E: k= 17"7”-’
2n n

f(r)= 3 (erf( (:d—:_:;% ) + erf( (:d;:;% )) exp ( — ((fld_lj)z )2)

Using this approximation and a change of variable the analytical solution (3.27) can
be presented in the following form:

and

t - 2k—1 2k—1
c(x,y,t) =~ x—col Esin( )nf(tcosz ( )
(64nD)z 5 2n 4n

) (3.29)

Results of simulation. The numerical simulation was made by DuMu” software with
the new module 1pNc. Figure 3.13 represents the distribution of concentration at the
time t =50s.

© m-—

Figure 3.13: Distribution of concentration at t = 50 s.

To compare the analytical and numerical solutions, we construct the graphs that
represent the dependency of concentration on coordinate x with fixed coordinate y =0
at the time t = 10, 20, 30, 40, 50 s. These graphs are shown in Figure 3.14.

The slight difference between analytical and numerical solution is due to the pres-
ence of an additional numerical diffusion which appears in the numerical scheme.

To demonstrate the convergence of used numerical scheme we evaluate L2 norm of
the difference between analytical and numerical solution at fixed time t = 5 s over all
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Figure 3.14: Comparison between analytical and numerical solution.

the domain. For this we use uniform meshes with different number of points: 50 x 20,
100 x 40, 200 x 80, 400 x 160. The obtained dependency between error and number
of mesh points is shown in Figure 3.15.

~ %9 Concentration L” - error
—— Slope : 0.78

[}
T
/

- error

2

L2

50 100 200
Number of peints in direction X

Figure 3.15: Norm of the difference between analytical and numerical solutions for
meshes with different number of points at fixed time t =5 s.

The obtained order of numerical scheme for considered test is equal to 0.78. The dif-
ference from the theoretically expected order 1 for transport equation can be explained
by non-continuous boundary condition at left side of domain.
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3.5.3 Summary

In this section we have realized one test case for one-phase multicomponent transport.
Performing this test we have verified the capabilities of the created module 1pNc in
DuMu” simulator. Summarizing the obtained results we can conclude that:

e The 1pNc module in Dumux satisfies our requirements and gives us tools to define
vector field of imposed transport velocity, diffusion-dispersion parameters.

e Our results were compared with known analytical solution. This comparison
shows the convergence of used numerical scheme.

3.6 Reactive transport

3.6.1 System of equation

The system of equations for reactive transport is derived from the system of equation
for two-phase multicomponent flow (2.67) under the following conditions:

o There are only two phases: mobile liquid phase (I) and immobile solid phase (s).
Saturations of the gas phase is supposed to be zero (S, =0, §; = 1).

e The pressure and velocity of liquid phase are supposed to be known.
e Capillary pressure law and closure relations for saturation are no longer needed.

¢ In the considered cases of this section we also suppose that all chemical reactions
are at equilibrium, so r, = @.

The obtained system can be written in the following way:

o(¢T) . 2(A=9)T)

+Li(T;) =0,
logey = logk. 8yl Sis1 (3.30)
08 Cy1 = 108K, +5y 08 Cpi +55 08 Cps>
logc,, = logK._ +Slogcy + Sy logcy,.

where

T, =UM,c a =1,s is the vector of total liquid and solid concentrations,
-I 0 Sy S
Se = >
0 —I Sgq S
(S}; ST I o)
U= T "ST >
Sls Sss 0 I

I 0

Ml: s MS:



66 Chapter 3. Description and validation of the numerical tools

As primary variables we use the vector of the component concentrations ¢ = (csl, Csss Cpls cps)T.
The number of equations and number of variables in the system is the same and is equal
to N.. T; and T; are functions of the vector c, but for further numerical simulations we
want to reformulate this system in the terms of the total concentrations Tj, T,.

Toward this aim, consider the system of equations obtained in section 3.4.1.1:

logcy = logK,, +Sylogcy + S logcy,
loge,, = logKCss +S,; log Cpi + S logcps.
¢STCsl + (1 - ¢)STC55 + ¢C [
(¢S§;cle+ (1= §)T e+ (1 qg)cps) = T0e =0l = et
(3.31)
If the value of the vector T is given then the system (3.31) is closed and we can find
the concentrations of all component ¢ = (c, C, Cpi5 cps)T. Thus, we can introduce the
function y ("black box") such that y(T) equals to the total solid concentration vector
calculated from the concentration vector c, the solution of system (3.31) (vector c).
Then, in the same manner as in [11] , using the new variables (T; and T) and the
function y we can rewrite the system (3.31) in the following form:

BT+ =$)2=(T) + LT =0,
T = ¢T+(1-)T, (3.32)
T r(T).

3.6.2 Solution method. Sequential Iterative Approach (SIA)

As numerical algorithm for the solution of the system (3.32), we choose a sequential
iterative approach (SIA) [71]. To describe this approach, we introduce the following
notation:

e N, - the number of time iterations,
® N, - the number of grid points,

e T", T/', T - the values of vectors at the time step t,,

o TK Tln’k, Tsn’k - intermediate preliminary values of vectors at the iteration k at
the time step t,,.

Each unknown concentration depends on both the grid point index, and the chemical
species index. We will use a notation inspired from Matlab. For a concentration u;;,
where i € [1,N, ] represents the spatial index and j € [1, N, ] represents the chemical
index, we shall denote by

e u. ; the column vector of concentrations of species j at all grid points,
e u; . the row vector of concentrations of all chemical species in grid cell x;.

With these notations, the iterative algorithm (SIA) is expressed in Algorithm 1:
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Algorithm 1 Sequential Iterative Approach
1: forn=1,N, do

+1,k+1 +1,k
. o ||Tln _ Tln || ||Tsn+1,k+1 _ TSn+1,k|| 4
2: while ||Tn+1,k+1|| ||Tn+1,k+1|| <éedo
1 S
3: for j=1,N,. do
n+1,k+1 n n+1,k
Tl :5j B Tl :’j Ts :’j o Tsn:uj I‘l+1,k+1

4: Solve the transport problem: ¢ —Ar +(1—¢ )T + L(T, i )

5: end for

6: TrLkH = oM 4 (1 — )T Lk

7: fori=1,N, do

8: Solve the chemical equilibriurn:TS”;’:U(Jr1 = y(Ti“:H’kH)

o: end for
10: k=k+1
11:  end while
12: end for
13: return

3.6.3 Implementation in DuMu®

In the implementation of the algorithm, there are three main points:
e solution of the system of transport equations,
e finding the value of the function ¥,
e implementation of iteration loop.

Since an important part of the algorithm is the solution of one-phase multicompo-
nent transport we decided to base on the developed module 1pNc of DuMu*. As was
explained in section 3.5.2.1, we solve the system of transport equation with imposed
velocity for N, component. We added a number of changes in this module for the im-
plementation of the main loop of SIA. Calculation of the function y is performed by
linked module. This module is based on the code ChemEqLib [1] presented in section
3.4.1.3.

3.6.4 Numerical simulations
3.6.4.1 Test 1. Ions exchange: PHREEQC

The description of the first test is taken from [51](Example 11 - Transport and Cation
Exchange). The chemical system in this test consists of 8 components:

e 4 liquid primary components - sodium ion Na*, potassium ion K*, calcium ion
Ca?*, chlorine ion CI-,

e 1 fixed primary component - rock X-,

e 3 secondary fixed components - compounds with rock NaX, KX, CaX,,

0
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and 3 equilibrium reactions:

NaX = Nat+X",
KX = K '+X, (3.33)
CaX, = Ca%"+2X".

2

Chemical description can be represented in the following Morel’s tableau (Table 3.15).
In Table 3.15 we can see that CI” doesn’t participate in chemical reactions. This com-

Cat Na* K* CI- X log K
CaX, 1 0 0 0 2 3.4576
NaX 0 1 0 0 1 0
KX 0 0 1 0 1 0.7
Total Te Tya Ty Tq Ty

Table 3.15: Parameters for ion exchange test (PHREEQC).

ponent is added as tracer and allows us to compare the distribution of components
participated in chemical reaction with tracer component the distribution of which is
defined only by advection with g velocity.

The values of equilibrium constants log K are given under condition that we use
mmol/1 as units for concentration of components.

In this test we consider column of length [. Initially in the column a mixture of
sodium and calcium at chemical equilibrium is present. At the left part of the column
we inject mixture of chlorine and calcium. The transfer is performed in the column
at a constant velocity q'. The values of the flow parameters are given in Table 3.16.
Boundary and initial concentrations of liquid primary components are given in Table
3.17.

Darcy’s velocity q 2.78 107° [ m/s]
Diffusion coefficient D 5.56 1077 [ m?/s]
Column length 1 0.08 [ m]

Table 3.16: Flow parameters for ion exchange test (PHREEQC).

Components Cini¢ Lmmol/1] Cinflow [mmol/1]
Ca 0 0.6

Na 1 0.

K 0.2 0.

cl 0 1.2

Table 3.17: Boundary and initial concentrations for ion exchange test (PHREEQC).

The cation exchange capacity equals 1.1 mmol/l (Tx = 1.1).
The period of simulation is equal to 1 day. The time step is fixed to 720 s. The mesh
size is equal to 5. 10™% m.




3.6. Reactive transport

69

The results of simulation are represented in Figure 3.16 which shows the evolution
of concentrations of primary components Ca?*, Na*, K*, Cl~ at the right side of column.
For comparison, in Figure 3.17 we show the results from [51] obtained by PHREEQC

simulator.
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Figure 3.16: Evolution of concentrations (1pNc).
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Figure 3.17: Evolution of concentrations ("PHREEQC").

Both numerical simulators demonstrate a similar picture of the evolution of primary

component concentrations.

3.6.4.2 Test 2. Ions exchange: Valocchi

The description of the second test is taken from [66] (Valocchi et al). The chemical

system in this test consists of 8 components:
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e 4 liquid primary components - sodium ion Na™, calcium ion Ca?", magnesium
ion Mg?*, chlorine ion CI-,

¢ 1 fixed primary component - soil S,
e 3 secondary fixed components - compounds with soil S—Na, S,—Ca, S,—Mg,
and 3 equilibrium reactions:

S—Na = Na'+S§,
S,—Ca = K'+28, (3.34)
S,~Mg = Ca*"+2S.

Chemical description can be represented in the following Morel’s tableau (Table
3.18).

Na* Ca* Mgt Cl- S log K
S—Na 1 0 0 0 1 4
S,—Ca 1 0 2 8.602
S,—Mg 0 0 1 0 2 8.355
Total Tna Tea Tyig Tq Ts

Table 3.18: Parameters for ion exchange test (Valocchi).

In this test, like in previous one, we consider a column of length [. At the left end
of the column four liquid components ( Na™, Ca?*, Mg?" and CI") are injected into an
homogeneous landfill. The transfer is performed in the column at a constant velocity
. The values of the flow parameters are given in Table 3.19. Boundary and initial
concentrations of liquid primary components are given in Table 3.20.

Darcy’s velocity q 0.2525 [ m/h]
Diffusion coefficient D 0.74235 [ m?/h]
Column length [ 16 [ m]

porosity ¢ 0.35

Table 3.19: Flow parameters for ion exchange test (Valocchi).

Components Cini¢ L[mmol/1] Cinflow [ MmOl/1]
Na* 248 9.4

Ca** 165 2.12

Mg+ 158 0.494

cr 161 9.03

S 750

Table 3.20: Boundary and initial concentrations for ion exchange test (Valocchi).

The period of simulation is equal to 5000 h. The mesh size is equal to 0.08 m.
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Figure 3.18 shows the evolution of Mg?" and Ca®" concentrations at the right end
of the column. Also we add to this plot the experimental data of Valocchi et al. [66].
From comparison of the concentration graphs, we can see that the developed module
1pNc give results which are very close to the experimental values.

— Ca numerical
10F O Caexperimental
F — Mg numerical
a [ O Mg experimental
: .
2 L
g
g
=
3
g
§ -
2 o
a3 L
D L
Lol Ll Ll Lol Lo
0,1 1 10 100 1000 10000
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Figure 3.18: Comparison of the concentrations of Ca%* and Mg?* in the outlet of the
domain between our results (numerical) and experimental results (taken from Valocchi
et al).

3.6.4.3 Test 3. Alkaline water injection

The description of the third test is taken from [24]. The chemical system in this test
consists of 6 components:

e 3 primary liquid components - Na™, OH", H,SiO,,
e 2 secondary liquid components - H*, H,SiO 4
e 1 fixed precipitated component - quartz SiO,,

2 usual equilibrium reactions:

H* = H,0-OH,

S ~ . (3.35)
H,Si0, = OH +H,Si0, —H,0.
and 1 reaction of precipitation:
$i0, = H,Si0,—2H,O0. (3.36)

In addition to indicated components, we also meet the water H,O. But H, O is not in-
cluded in this model because the variation of the amount of water is negligible, thereby
chemical description of the test can be represented in the following Morel’s tableau
(Table 3.21).
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Na* OH- H,SiO, logK
Ht 0 -1 0 -14
H,Si0, 0 1 1 4.2
$i0, 0 0 1 3.6
Total Tna Ton- Ty, sio,

Table 3.21: Parameters for alkaline water injection test.

The values of equilibrium constants logK are given under condition that we use
mol as units for concentration of components.

In this test, we consider a column of length [. Initially in the column there is only
pure quartz. At the left end of the column initial solution is in contact with alkaline
water. Transport is performed only by diffusion from the left end with Dirichlet bound-
ary condition inside the column. The values of the flow parameters are given in Table
3.22. Boundary and initial concentrations of liquid primary components are given in
Table 3.23.

Darcy’s velocity q 0.0 [m/s]
Diffusion coefficient D 310710 [m?/s]
Column length [ 1.6m [m]
Porosity ¢ 1

Table 3.22: Flow parameters for alkaline water injection test.

Components Tinie [mol/1] Tinfiow [mol/1]
Na 110720 21072

OH~ 110720 21072

H,SiO, 10 1.62 1072

Table 3.23: Boundary and initial concentrations for alkaline water injection test.

The period of simulation is equal to 100 days. The time step is fixed to 20 minutes.
We used 4 different one dimensional meshes with 100, 200, 400, 800 points.

Results of simulation are represented in Figure 3.19 which shows concentrations of
primary components Na, OH™, H,SiO, in the column at ¢ = 100 days.

ﬁ
Since Darcy’s velocity in this test is equal to 0, we can find an analytical solution
of the problem. Sodium Na*t doesn’t participate in the chemical reaction and therefore
its concentration satisfies the following diffusive transport equation:

OCng Bcha

¢3t_ dOx

(3.37)

The analytical solution of this equation in the domain x € (0, 00), t > 0 is known
and can be written in the following form:
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Figure 3.19: Concentrations of primary components (¢t = 100 days).

), (3.38)

x x
Cnat (X, t) = cna+ perfe + cnat oerf
, 5 /Dt , 5 /Dt
Ve V4

where cy,+ p is the value of Na* concentration at the left border and cy,+ ¢ is the initial
value of Na* concentration inside the column.

Using the mass action law, we can express the concentration of other components
through Na™ concentration. For example :

2
“Na+  Ku+Kysio,
CH+ —_— + KH+ - CNa+ (3.39)
2 Ksio,
and Kk
H+
Com = (3.40)
Cy+

A detailed derivation of equations (3.39), (3.40) is given in [24].

Under the condition of fixed activity of SiO, (mineral component) and H,O (neg-
ligible variation of concentration) the concentration of primary component H,SiO,, is
immediately deduced from the mass action law of reaction (3.36):

CH,si0, = K_:Si04' (3.41)

Thus we can validate the third test by measuring L? norm of the difference (E rror;)
between the analytical and numerical solutions of the concentration of the component
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i at the points of the mesh at each day over the period of 100 days proposed in article
[24]:

1 Nn Ny
Errori = ZZ(Ci(xm, tn)_c_i(xm: tn))z (3.42)
NTTLNH
n m
where N, is the number of measurement times, N, is the number of points in the mesh,
¢; is the numerical solution of component i concentration and ¢; is the analytical solution
of component i concentration.

Table 3.24 contains the values of error of concentrations for primary components. .

Number of | Ax [m] Erroryg+ Errorgy- Errory,sio,
points

100 0.016 2.53 107 5.08 107° 0.0

200 0.008 7.1107° 1.4310°° 0.0

400 0.004 2.0107° 4.02 1077 0.0

800 0.002 6.76 1077 1.36 1077 0.0

Table 3.24: Absolute errors in L? norm for concentrations of primary components be-
tween t = 0 and t = 100 days for different meshes.

As we can see in (3.41), the concentration of the primary component is constant
and independent from initial and boundary conditions. For this reason the difference
between the analytical and the numerical solution is always zero. To show the conver-
gence of the numerical scheme we use the obtained values of error of concentrations for
other two primary components and construct the graph (Figure 3.20) of dependency
between the concentration error and the fineness of the grid.

The obtained order of the numerical scheme for the considered test is equal to 1.75.
The difference from the theoretically expected order 2 for diffusion (heat) equation
can be explained by presence of chemical reactions between components and by the
presence of the iterative algorithm required for finding of chemical equilibrium.

3.6.4.4 Test 4. The SHPCO2 Benchmark

The description of the fourth test is taken from [30]. The chemical system in the fourth
test consists of 8 components:

e 5 liquid primary components - water H,O, hydrogen ion H¥, carbon dioxide

dissolved in water CO, W calcium ion Ca?*, chlorine Cl,

e 2 secondary liquid components - hydroxyde OH", hydrogen carbonate HCOj,
e 1 fixed precipitated component - calcite CaCO,,

e 1 gas component - gaseous carbon dioxide CO2(g).

In this test, we make the assumption that the gas phase is immobile Eg) —= 0 and
therefore gaseous carbon dioxide COZ(g) can be considered like a fixed precipitated
component.

Among the components of the system there are 4 chemical reactions :
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Figure 3.20: Dependence of error on the fineness of the grid.
e 2 aqueous equilibrium reactions
OH™ = H,0—H", (3.43)
[— — + .
HCO; = H,0—H"+ COZ(D,
e 2 reaction of precipitation:
COz(g) = COZ(D, (3.44)

Chlorine Cl does not participate in chemical reactions and is used as tracer.

— + 2+
CaCO, = H,0—2H"+CO,, +Ca?".

Chemical description of the test can be represented in the following Morel’s tableau
(Table 3.25) :

H,O H* CO, Ca** Cl logK
OH~ 1 -1 0 0 0 -13.2354
HCOj 1 -1 1 0 0 -6.22
CO, 0 1 0 0 -0.2226
CaCo, 1 -2 1 1 0 -7.7454
Total Tu,0 Ty+ TCOz(l) Tca2+ Tq

Table 3.25: Parameters for the SHPCO2 Benchmark.

The values of equilibrium constants logK are given under condition that we use
mol/1 as units for concentration of components.
In this test we consider a two dimensional rectangular domain. A detailed geometry
of this domain is shown in Figure 3.21.
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Figure 3.21: Geometry of domain for the SHPCO2 Benchmark.

The domain is divided into two zones :

e "barrier" - zone with low permeability Ki . ier = 1. 107> m?(marked by a green
color in the Figure 3.21),

e 'drain" - the remaining part of the domain with higher permeability Ky, =
1.107% m?

The transport in the domain is performed with the velocity q’ = —%K Vp (Figure
3.22) where the pressure p is solution of the steady one-phase flow with the following
boundary conditions:

e parts of the boundary marked as "Injectorl", "Injector2", "Productor” - Dirichlet
boundary conditions such that p;njecror1 = 1.1 107 Pa, Pinjecror2 = 1.05 107 Pa,
pproductor =1.0 107 Pa,

e rest part - impermeable Neumann boundary conditions.

Figure 3.22: Velocity field for the SHPCO2 Benchmark.

For the transport problem, initially in the domain we have two zones with different
initial values of total concentrations. The first zone is a sphere with injected gaseous
carbon dioxide COz(g) marked in Figure 3.21 by orange color. In the second zone (rest
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of the domain), concentration of COZ( 9 is equal to zero. All boundaries of domain have
Dirichlet conditions equal to initial concentration. The values of the flow parameters are
given in Table 3.26. Boundary and initial concentrations of liquid primary components
are given in Table 3.27.

Diffusion coefficient D 1077 [m?/s]
Porosity ¢ 0.2
Reference length L 1000 m

Table 3.26: Flow parameters for the SHPCO2 Benchmark.

Components Tinit,out of sphere Tinit,sphere [mOI/l]
[mol/1]

H,0 77.19 77.21

H* —43.36 —43.39

CO,, 21.68 24.38

Ca** 21.72 21.73

cl 0 2

Table 3.27: Initial total concentrations for the SHPCO2 Benchmark.

The period of simulation is equal to 2500 years. We have used a two dimensional
mesh of size 475 x 300 (142500 points).

In Figures 3.23, 3.24, we compare the values of COZ(g) concentration obtained by
our simulator with B. Gueslin and M. Kern’s results. As it was mentioned above in the
considered test case we suppose that the gas phase is immobile. For this reason, in
Figures 3.23, 3.24 we can see that the position of zone of COZ(g) presence does not
change with time but the size of this zone is significantly reduced. This is explained by
the fact that part of COz(g) dissolves in liquid phase and is transported by flow outside
the injection zone.

Cl component doesn’t participate in chemical reactions in this test. This component
is introduced as tracer. The evolution of its concentration represented in Figure 3.25
shows how chemical component is transported under the influence only of advection
and diffusion. Comparing the evolution of Cl (Figure 3.25) and COZ(D (Figure 3.26)
concentration we can find out that participation in chemical reactions has a strong
influence on picture of chemical transport. Thus, in contrast to Cl, CO,,, has additional
source related with the dissolution of CO

2D

2
In Figure 3.27 we see that the distribution of H* is strongly connected with CO

concentration. High concentration of CO
acidity.

In the Figure 3.28 we can see that the concentration of fixed component CaCO, is
connected both with distribution of COz(g) and distribution of CO

2D

o(1) causes the increasing of the liquid phase

2
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Figure 3.23: Comparison between our results and results shown in unpublished Gues-
lin/ Kern report at t = 400 ans.
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Figure 3.24: Comparison between our results and results shown in unpublished Gues-
lin/ Kern report at t = 1200 ans.
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Figure 3.25: Results of numerical simulations for component Cl.
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Figure 3.27: Results of numerical simulations for component H*.
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Figure 3.28: Results of numerical simulations for component CaCO,.
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3.6.5 Summary

In this section, we have realized four different test cases for reactive multicomponent
transport. Performing these tests we have verified the capabilities of the module 1pNc
of DuMu® simulator. Summarizing the obtained results we can conclude that:

the iterative Algorithm 1 (SIA) was successfully implemented in the 1pNc mod-
ule. The obtained numerical simulator satisfies our requirements and gives us
tools to define multicomponent chemical system with equilibrium chemical reac-
tion, vector field of imposed transport velocity and other physical parameters.

Comparison of our results with the results obtained by other authors in the ion
exchange test (PHREEQC) (Section 3.6.4.1) shows that the developed reactive
multicomponent transport simulator is capable to demonstrate similar evolution
of component concentration as other numerical simulator PHREEQC.

In the ion exchange test (Valocchi) (Section 3.6.4.2) we demonstrate that results
obtained by the module 1pNc are good approximation of concentration values
observed in real experiments.

The alkaline water injection test (Section 3.6.4.3) allows to compare the results
obtained by the 1pNc module with known analytical solution. This comparison
shows the convergence of used numerical algorithm.

Performing of the SHPCO2 Benchmark (Section 3.6.4.4) shows that the devel-
oped simulator is able to define inhomogeneous initial conditions and not con-
stant velocity field. The results obtained in this test case shows behavior consis-
tent with what is theoretically expected.
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4.1 Introduction

The main objective of this chapter is the construction of a numerical simulator for two-
phase multicomponent flow with reactive transport. The physics of this problem was
detailed in chapter 2. It was mentioned that the elaborated physical model is strongly
coupled and a numerical solution of the entire system of equations for such a system
faces with various difficulties. To decrease the complexity of the considered problem
we present in this chapter a sequential algorithm that enables us to reduce the original
problem to the sequential solution of simple sub-problems. The idea underlying the im-
plementation of this algorithm is the separation of primary components into two groups
of dominant and minor components. The main attribute of this separation is the influ-
ence on the physical parameters. The dominant components almost completely form
the liquid phase and have a strong influence on flow parameters such as density, viscos-
ity, pressure etc. The minor components, in contrast, have much lower concentrations
in the liquid phase and don’t have a significant impact on the physical parameters of
the system. Using this separation we can distinguish in the original physical model less
coupled sub-problems for dominant and minor components. Multiple consequential
solution of these sub-problems at each time step will give the solution of the original
problem.

In the second section of this chapter, we introduce the preliminary separation be-
tween minor and dominant components and give the reformulation of original physical
model of two-phase multicomponent flow, taking into account this new differentiation
of components.

In the third section we propose a formulation to decouple the system and formulate
a sequential strategy for its resolution. We outline in detail the algorithm and show
how the sub-steps are related to the systems studied in chapter 3.

Further, in the fourth section we illustrate the proposed decoupling algorithm for
the specific case of geological storage of CO,.

Using this sequential algorithm, we construct a numerical simulator for two-phase
multicomponent flow on the basis of previously developed simulators for two-phase
two-component flow and reactive transport. In the fifth section of this chapter, we
present this new numerical simulator and demonstrate its capabilities performing three
different test cases.
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4.2 Reformulation of two-phase multicomponent flow with
reactive transport in porous media by separation between
dominant and minor components

4.2.1 Reformulation of the chemical system

Consider the chemical system with the following properties:
¢ in the system we have components in three different phases: liquid, gas and solid,
e all chemical reactions are at equilibrium,
e all primary components are liquid.

In this chemical system we artificially divide the primary liquid components into
two groups of dominant and minor components. The main criterion for this separa-
tion is the influence on the physical parameters of the system. Dominant components
almost completely form liquid phase and have a strong influence on flow parameters.
Additionally, we make the assumption that secondary gas components participate only
in exchange chemical reactions with dominant components. The minor components,
in contrast, have much lower concentrations in the liquid phase and do not have a
significant impact on the physical parameters of the system.

According to the separation of primary components into dominant components we
introduce additional notations for the corresponding sub-vectors of components:

® Cpd € RN is the vector of concentration of primary dominant components,
® Cpim € RNeim is the vector of concentration of primary minor components,

where Np,q + Ny, = N, since all primary components are liquid.

In this case the entire vector of component concentrations has the following form:
c= (Csl: Css5Csg5 Cpld> Cplm)T-

Also here we emphasize that in this chapter we temporarily change the definition
of concentration of solid components. Previously we understood by concentration the
number of molecules of solid component i in unit volume of the solid phase. In this
chapter, for ease of expression of porosity dependence, we change the definition of
concentration of solid components to the following: number of molecules of solid com-
ponent i in entire unit volume. The new formulation is related to the previous one by
the following relation:

Ci,new = (1 - ¢)Ci,old' (4.1)
Further in the chapter, we will use everywhere the new definition of concentration. This
explains the slight differences with the second chapter in the form of balance equations.
All this changes correspond to the relations between the different concentration defini-
tions as in (4.1).

We suppose that only the liquid components are chosen as primary and all gas and
solid components are secondary. Such choice is possible if the chemical reactions satisfy
the following two conditions:

Firstly, the gas components participate only in exchange reactions with their own
liquid forms. In this case the liquid form is chosen as primary component and the
gas form as secondary.
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Secondly, the solid components participate only precipitation-dissolution reactions
that describe interaction between one secondary solid component and primary
liquid components.

The chemical reactions are formulated in following form:

S,c =0 (4.2)

where S, € R¥-*Ne is the stoichiometric equilibrium matrix of the chemical system.
We can rewrite the reactions (4.2) in a more detailed form by separation on groups
for reactions for liquid, solid and gas secondary components:

Esl
—I 0 0 Syg Sum Css
0 —I 0 Syq Suym || G |=0 (4.3)
0 0 -I Sgld Sglm Epld
Cplm
or
Cst Sia  Siim =
= N pld
Css ~ Ssld Sslm (— ) . (44)
— Cplm

o

sg Sgld Sglm

where sizes of sub-matrices S5 are the following:

o S;;g € RMa*Noid (index I1d is decrypted in the following way: first [ - block of
rows for reaction of forming of secondary liquid component, second [ and d -
subset of columns for primary liquid dominant components),

® Sy € RNt *Npim,
o Syiq € RNeMoid,
® Sam € RNSCSXNle’
o Sgiq € RNee*Na

Nieo XN, _ : . .
® Sgim € R Mim (Sgn, = 0 since secondary gas components do not participate
in reaction with minor liquid components).

As already mentioned in this section, we suppose that all chemical reactions are
at equilibrium. Thereby the vector of rates of kinetic reactions is void r, = &. In the
vector of rates of equilibrium reactions we distinguish the groups that correspond to

i
liquid, solid and gas secondary components: r, = | r, |, where r, € RV, r; € RNt

I

ry € RN | r, € RMNoes,
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4.2.2 Mass action laws

The system of mass actions laws is formulated in the following form:

S.log¢ +1ogK =0, (4.5)

where K is the vector of equilibrium constants (in our case we divide K in three sub-
vectors for each type of secondary components: liquid Kj, solid K and gas K).
Rewrite (4.5) in detailed form:

logé; = logK;+Syqlogépa +Symloglpm
IOg 653 = long + Ss1a IOg épld + Ssim log 6plm (4.6)
logé,, = logK, +Sg4l08¢,4

Distinguish a separate group of equations for gas equations (logé,, = logK, +
Sg1a€pia)- A distinctive feature of this group of mass action laws is that they do not
involve primary minor component. For simplicity, we also suppose that in the consid-
ered chemical system the number of secondary gas components is equal to the number
of dominant primary liquid components (Ny., = N,4) and S,;4 = I. Thereby the mass
action laws for gas secondary components in term of activities can be written in the
following form:

log ¢, =logK, +10g ¢4 4.7)

or in term of concentration
Cpld = g(csg): (48)

where the function g returns the solution of equation (4.7) using the dependence of
chemical activity from the actual component concentration expressed through the ac-
tivity model (defined in section 2.3.3). The final form of the function g is defined by
specific component activity model (see Section 4.4.4).

4.2.3 Conservation laws

Taking into account the change in the definition of solid component concentration, the
volumetric factor of solid phase is equal to one 6, = 1, the volumetric factors of liquid
and gas phase remain unchanged 60; = S;¢, 6, =S, ¢.

e 0, is the volumetric factor, part of unit volume which is occupied by phase a
(91 :Sl¢> eg = Sg¢: 95 = 1):

e 0 is the volumetric matrix, diagonal matrix such that 6;; = 6, if the component i
is present in the phase a,

e M, - matrix of presence in the phase, diagonal matrix such that m;; = 1 if the
component i is present in the phase a and m;; = 0 otherwise.

According to the order in the vector of chemical components ¢ = (Cy, Cys, Csg» Cpids Eplm)T,
the volumetric matrix 6 and matrices of presence in phase M;, M, M, have the fol-
lowing forms:
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Sl

> (4.9)

I 0 0
(4.10)
Recall also the definition of the advection-diffusion operators for each phase:

e Liquid phase:

Lys, (€)= V.(cqr) + V(=50 Ve), (4.11)
e Solid phase:
Ly(c) =0, (4.12)
e Gas phase:
Ly(s,q(€) = V-(cg) + V.(=S, Dy V). (4.13)

Using these notations we can write the set of quantity balance equations for each
component in a vector form:

2(0c¢)
at

+M;Ly(c) + MgLg(c) =S] . (4.14)

To eliminate the right term SeTr, we use the kernel matrix U (2.49):

st s s 1 0
o=(Se G e 19) 1
Sllm Sslm 0 0 I

Multiplying (4.16) by U we obtain a reduced set of quantity conservation laws:

2(U6c¢)
at

+ L (UMc) + Ly (UM, ¢) =0, (4.16)

where

Ubc = ((¢SZ)(Cpld) + (‘PSZ)(S’;;CICSI) + S;;dcss + d)Sngg) , (4_17)
(¢Sl)(cplm) + (¢Sl)(S“mCSZ) + Sslmcss + 0
since Sgl =L

Thus, we note that in conservation equations for minor components there is no term
from the gas components, in contrast from equations for dominant components.
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4.2.4 System of equations

The final system for two-phase multicomponent flow consists of the following sets of
equations:
Conservation laws for dominant components:

a(qf’slcpld) 3(¢Sgcsg) 3(¢51(SZTMCSZ)) a(SsTldCss)
+ + +
at at ot at
+ Ly s, 7 (Cpta + Shgcs) + L g,(sg,q—;)(csg) =0. (4.18)

Conservation laws for minor components:

a(¢)Slcplm) a(¢sl(85mcsl)) a(SsﬁmCss)
+ +

Mass action laws for gas secondary components: Henry’s law and Raoult’s law

cpra = 8(Csg)- (4.20)

Mass action laws for liquid and solid secondary components

logéy; = logK;+Sy4l08¢s14 + SymlogCyim,
. . . (4.21)
logc;, = logK, +Sgqlogcyig + Siml0g Epim-
Darcy-Muskat’s law
- kra -
Qa=—""K(Vps—pq &) (4.22)
Uy
Density state equation:
For liquid phase
21 = P1(P1> Cpid> Cpim> Cs1)- (4.23)
For gas phase
Pg = Pg(Dg,Csg)- (4.24)
Capillary pressure law:
pg —P1 =P(SD)- (4.25)
Closure relations
For saturations:
S1+S,=1. (4.26)
For concentrations:
pPr= Mrzol,pldcpld + Miol,slcsl: (4.27)
Py =My 54Cses (4.28)

where M,,,; is a vector such that M,,,; ; is equal to the molar mass of component i and
Mot pid> Mot s1> Mmo1,s¢ are its sub-vectors for corresponding subsets of components.

In addition to the relations included in the physical model of two-phase multicom-
ponent flow, in this chapter, we take into account the variation of porosity caused by
the dissolution or precipitation of solid components. In chapter 2, we did not specify
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this type of relations and by default we supposed that porosity was constant. In this
chapter we suppose that the entire solid phase consists of chemical solid components
represented in the chemical system. For this case we suppose that the density of each
solid component i is a known constant p, ;. Then the porosity can be found through
the values of solid component concentrations by the following formula:

NSCS

Mmo iCss,i
Plo) =1—»  —oo=, (4.29)

i ps,i

where c; ; is the concentration of the solid component i.

Thus combining all the above equations we obtain a closed coupled system of equa-
tions for the following set of unknowns: phase pressures p;, p,, phase saturations S;, S,
and component CONCeNtrations Cy;4, Cpims Csi» Css» Csg-

In the case of the gas phase disappearance the proposed system of equations keeps
the same structure, except that some terms in the conservation equations for the dom-
inant components (L g,(sg,q—g’)(CSg) and ¢S,c,,) become equal to zero. The set of un-
knowns remains the same. In the case of the liquid phase disappearance the conser-
vation equations for the minor components completely degenerate and the considered
system is no more valid, since the number of unknowns becomes bigger than the num-
ber of equations. Therefore the presented system of equations can be used only in the
case when the liquid phase is present in all points of the considered domain.

In the next section we exploit the additional structure afforded by the introduction

of dominant and minor components to propose a consistent decoupled algorithm.

4.3 Decoupling algorithm

4.3.1 Sequential strategy for the decoupling

In comparison with the previously deduced physical model of two-phase multicompo-
nent flow in section 2.3.3, the final system of equations given in section 4.2.4 did not
introduce any changes in the form of equations and only gives the reformulation of
these equations taking into account the separation between dominant and minor com-
ponents. It was already mentioned that the obtained system of equations is strongly
coupled and the numerical solution of such a system faces significant computational
complexity. To reduce the complexity of the problem we try to decouple the entire
system in two subsystems corresponding to, respectively, the dominant and minor com-
ponents such that each of them is weakly dependent on the other. In our case we want
to create two subsystems for the following sets of variables:

® Cpid> Csg> PI> Pg> Si» Sg on one side (dominant components system),
® Cpims Csi»> Cos ON Other side (minor component system).

In order to do this, first we have to make a number of assumptions that will decrease
the connections between equations:

1) the gas phase density depends only on pressures and concentrations of dominant
components.
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2) the same assumptions are done for the liquid phase density and other physical
parameters such as phase viscosities g = U(Py, Cpids Csg)-

T
mol,sl

tions in the liquid phase (4.27) in the following form: p; = M

T . .
3) we suppose that M o1 p1aCpta > M ¢,; and rewrite the relation for concentra-

rﬁol,pldCPld'

The first assumption is a direct consequence of the previously mentioned require-
ments on the system that the secondary gas components participate in reactions which
include only dominant components and only in exchange reactions with their own lig-
uid forms. This requirement is equivalent to the gas phase density dependence on
concentrations of dominant components as we have Henry’s and Raoult’s laws ¢, =
g_l(cpld) and p; = p4(pg,Csq)- The second and third assumptions were not mentioned
before and are new to our model. In fact, these assumptions just define initially arti-
ficial separation between dominant and minor components. For example, the second
assumption is equivalent to the requirement that dominant components have a strong
influence on the physical parameters of flow and, in contrast, minor components do not
have a significant impact on the physical parameters of system. The third assumption is
equivalent to the requirement that dominant components almost completely form the
liquid phase. The second and third assumptions will be valid for the system of interest
in CO,, storage as will be shown in the next section.

Now if we consider the set of the following equations: mass conservation laws for
dominant components (4.18), mass action laws for gas secondary components (4.20),
Darcy-Muskat’s law (4.22), capillary pressure law (4.25), state equations (4.23), (4.24)
and closure relations (4.26), (4.27), (4.28), we notice that the number of these equa-
tions equals the number of elements in the subset of variables for dominant components
system, mentioned above. This subsystem has a similar structure as that of two-phase
two-component flow except that, among this list of equations, the conservation laws for

dominant components (4.18) contain terms that depend on the second set of variables

(pS;(ST ¢, (ST ¢y
(cst» €555 Cpim) - These terms are w + Ll,(Sz,qz)(S;ldcsl) + % and also the

porosity ¢(c,). The remaining equations (4.19), (4.21) form the sub-system of reac-
tive transport equations for minor components and are coupled with the first subsystem
through pressures, saturations and concentrations of dominant components.

To break the remaining connections between the subsystems of dominant and mi-
nor components we use a sequential solution strategy. For this we divide the entire
period of simulation [0, T'] in time intervals [t,, t,,;] such that t,, < t,,;,n=0,...,N,
to = 0 and ty = T. We solve at each time interval at first the sub-system of two-
phase two-component flow of dominant components and then the sub-system of re-
active transport equations of minor component. For the time interval [t,,t,.] we
take as initial conditions for subsystems of dominant or minor component the values
of corresponding subsystem variables at the time ¢, obtained from the solution of the
subsystems at previous time interval [t,_;,t,]. In the sub-system of two-phase two-

component flow of dominant components, we use explicit expression for the terms

2(¢S;(ST ¢, A(ST ¢y ) )
M + Ll,(Sz,Ch)(SgldCSl) + % and porosity ¢(c) at time t, from the result

of sub-system of reactive transport equations of minor component obtained for previous
time interval [t,_;, t,,]. In the sub-system of reactive transport equations of minor com-
ponents we use explicit expression of the liquid phase velocity q’ ; and the liquid phase
saturation S; at time t,; obtained from the result of the sub-system of two-phase two-
component flow of dominant components calculated at the same time interval [ t,,, ;1]
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to construct the linear operator L;. Thereby the sequential strategy for solution for two-
phase multicomponent flow with reactive transport is to solve sequentially at each time
interval [t,,, t,41] -

To demonstrate the proposed algorithm we consider in detail the form of each sub-
system for the time interval [¢,, t,..;] under the assumption that the values of system
variables are already known for time [O, t,,].

4.3.2 Two-phase two-component flow sub-problem.

The system of equations devoted to two-phase two-component flow subproblem con-
sists of the following equations:
Conservation laws for dominant components:

a((l)rl'slcpld) a(¢nsgcsg)

0 T g Tlusizolepia) Ly e0(6g) =R (4.30)
where
3(¢Sl(Slld sl)) 3(§ 1€ ss)
N T_Ll’(sf,qZ)(Slld )= (4.31)

Mm 18!
and porosity ¢ = 1— Z s % are evaluated at time t,, using quantities computed
S,1

in the second subproblem 4.3.3 on the previous time interval [t,_;, t, ].
Mass action laws for gas secondary components: Henry’s law and Raoult’s law

Cp1d = 8(Csg)s (4.32)
Capillary pressure law:
Pg—P1 =P(S). (4.33)
Closure relations
For saturations:
Si+S, =1 (4.34)
For concentrations:
P = M;ol’pdcpld: (4.35)
Pg= Mnj;ol,scgcsg‘ (4.36)

The final system of equations (4.30), (4.32), (4.33) (4.34), (4.35), (4.36) forms the
sub-problem of two-phase two-component flow considered in section 2.4. To compute
the solution of this problem on the interval [¢,, t,.,; ] we fix the initial conditions of the
system variables c,4, Csq,P15 Pg»> Si> Sg at time t, and use the numerical simulator for
two-phase two-component flow problem described in section 3.3.1 which can choose
his own time discretization of time interval [t,,, t,,1]-
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4.3.3 Reactive transport sub-problem.

The system of equations devoted to reactive transport subproblem consists of the fol-
lowing equations:
Conservation laws for minor components:

a(¢51n+1cplm) n a(qbser—l(Sl];mCsl)) n a(Sz;mcss)

ot ot ot + LI (pim + Sfpns1) = 0, (4.37)

n+l —>n+1
where SZ

, ¢ are the values of the liquid saturation and the liquid phase velocity at

time ¢, calculated in two-phase two-component flow sub-problem at the time interval

th — tht1s Ll’“L1 = L (gn+1 gne1y IS the liquid phase transport operator constructed from
AL 0 H

given value of the liquid saturation Sl’”rl and the liquid phase velocity E’?“ previously

computed in the first subproblem 4.3.2 at the same time interval [¢,, t,.;1]-
Mass action laws for liquid and solid secondary components

IOg 651 = IOgKl + Slld log 6;?;11 + Sllm IOg éplm: (4.38)
logc,, = logK,+ Sy logél’;ltll + Ssim 108 &> '

where 6;;211 are the values of dominant liquid component activities at time t,,; cal-

culated in two-phase two-component flow sub-problem at the time interval [t,, t,.1]-

The final system of equations (4.37), (4.38) forms the sub-problem of reactive trans-
port considered in section 2.5. To compute the solution of this problem on the interval
[tn, thsq] we fix the initial conditions of system variables ¢, Cy, C55 at time t, and
use numerical simulator for reactive transport problem described in section 3.6.3 can
choose his own time discretization of time interval [ t,,, t,;]. After computation we can
calculate the new values of right hand term R"*! and porosity ¢™*!.

4.3.4 Numerical algorithm.

The general scheme of numerical sequential algorithm proposed in this section is demon-
strated at the Figure 4.1.

[Two-phase two-component ﬁow]

e Update of porosity ¢

e Concentration of minor and
secondary solid and liquid
components Cppm, Csss Csi

e The value of right term R

e Velocity of liquid phasea)

e Saturation of liquid phase S;

e Concentrations of dominant liquid
components cpq

[React ive transp ort]

Figure 4.1: Sequential algorithm. Exchange of data (coupling) between flow and reac-
tive transport sub-problems.
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There were several coupling terms that we neglected ( mass of secondary liquid
components in liquid density relation Miol,leSl’ physical parameter dependence from
concentrations of minor and secondary components), or threated explicitly to arrive
at the decoupled system just described. The remaining coupling terms have different
influence on the solution. From one side, the reactive transport sub-problems is heavily
dependent on the solution of two-phase two-component flow sub-problem. The con-
figuration of liquid flow, the values of dominant component concentrations and liquid
phase saturation directly affect on the transport equations. From other side, the inverse
connection between subproblems is much weaker. In practice mass changes of dom-
inant components arising from chemical reaction and expressed in form of the right
hand side term R are often negligible. At the same time, during dissolution process of
secondary solid components, only very small amounts of minerals are transferred to the
liquid form and therefore the change in the porosity caused by this process is relatively
small. For these reasons, the originally proposed algorithm can be modified to reduce
computational complexity without substantial loss in accuracy.

We have tested two variants of such modifications:

e one in which the R" terms were included, and treated explicitly as in section 4.3.2,

e and one where these terms were simply set to zero.

We compared the two variants on the SHPCO2 example described in section 4.5.1, and
found no significant difference between the two results (see remark in Section 4.5.1.3).
In the simulations presented later we have used the simplest variant with R" = 0.

Actually, the most important source of coupling from the reactive transport on the
flow in performed tests was through the change of porosity, coming from the dissolu-
tion/precipitation of minerals.

4.4 Application to geological storage of CO,

4.4.1 Chemical system. Dominant and minor components

To simulate geological storage of CO,, we use the chemical system described in SHPCO2
benchmark considered in section 3.6.4.4. But in comparison with the test case in section
3.6.4.4, here we add the process of water vaporization. This difference is explained by
the fact that SHPCO2 benchmark considered in section 3.6.4.4 was adapted to one-
phase transport in the liquid phase and in this case HZO(g) was simply neglected. So
the chemical system has an additional component H,O ® and the full list of components
is given in Table 4.1.

Liquid phase (1) Gas phase (g) Solid phase (s)
+ _

H,0), €Oy, HY, OH, | CO, ), HyO(, CaCO,

HCOj3, Ca**

Table 4.1: Chemical components.

Also we have an additional reaction of water inter-phase exchange. The full list of
chemical reactions is the following:
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¢ 2 homogeneous (aqueous) equilibrium reactions

OH™ = H,0,—H",

-~ (4.39)
— +
HCO; = H,0,—H"+CO,,),
e 3 heterogeneous equilibrium reactions:
CaCO; = H,0, —2H" +CO,, +Ca
H O(g) = H,0, (4.40)
COz(g) = COyy.

In the considered chemical system the gas phase is formed by two components:
CO,, 9 and H,0, 9 By Henry’s and Raoult’s laws their concentrations are coupled with
concentrations of their liquid states CO, > HyOy- Thereby the density state equation
for the gas phase depends on the components CO,py> HyOyy)-

The liquid phase is formed almost entirely of water H,0,, and dissolved carbon
dioxide CO,(y- The remaining components are dissolved in water. In practice, COy,
has the highest concentration among dissolved components. The components of HT,
OH", HCO;, Ca®* have orders of magnitude lower concentration then water. For this
reason, in such a system we can assume that the state density equation of liquid phase
depends only on concentration of two components COy and H,0.

Based on the foregoing discussion, we can conclude that for the realization of
sequential strategy for the considered chemical system we should choose CO. , and

2(1)
T

H,0,, as primary dominant components. With such a choice ¢,;qg = (CH Oy’ Ccozm) .
H" and Ca2* complete the list of primary components and are called primary minor

T .. .

COMPONENts Cyp = (CH+, CCa2+) . The secondary components are divided into three
. . .. T

groups accordingly to their phase: liquid secondary components c;; = (COH—, cHCO;) ,

T
gas secondary components ¢, = (CHZO(g)’ CCOz(g)) and solid secondary components

T
Css = (CCaCO3) .
The stoichiometric matrix for the full vector of concentrations

(o> Crcoy s I¢caco,» lon,0, > Cco,, - 6,0, Cco, > |ce+> Coaz+ )T has the following form:
-1 0 0 0O 0|1 O0(-1 O
0O —-1]0 0O O0|1 1(-1 O
S, = 0O O0|-1]0 O|1 1|—-21 (4.41)
0O O 0O(-1 0|1 O[O0 O
0O O 0 0O -1|{0 10 O

The blocks of columns of the stoichiometric matrix correspond to the arrangement in
the concentration vector ¢ = (¢, Css, Csg» Cpid> Cpim)- The separation of matrix in blocks
. . 10
is the same as in 4.3 (for example S;;4 = (1 1 ).

The vector of reaction terms r, = (1,15, rg)T is divided in three sub-vectors which
correspond to different types of chemical reactions: r; = (rog-, ’”Hco;)T are rates of ho-
mogeneous liquid reactions that produce secondary liquid components, r, = (rCaCOS)
is rate of heterogeneous reaction that forms solid secondary component and r, =
(ryg 104 €O, )T are rates of heterogeneous reactions of liquid-gas phase exchange

8
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We now carry out the elimination procedure explained in section 4.2.3 in the par-
ticular case of the considered chemical system. This will help to better understand how
this procedure works in practice.

4.4.2 Balance equations

For each component of the chemical system, we can write the following balance equa-
tions:

OH™ :  Ou(¢Sicon) + Lilcow) = —Tow

HCO; : 0(éSienco;) + Lilcuco;) = —Theo;

CaCO, : o Ccaco, = ~Tcaco,>

H,0p @ @ (¢S, CHzo(g)) + L, (CHZO(g) ) = ~TH,0,

COyyy * G (¢S, CCOZ(g)) + L, (cCOZ(g)) = ~Tco,,

HyOup : AleSicn,0) + Lileno,) = Tow +Tcaco, + MHeo; +7H,0,
COypy + G(PSicco, ) + Lilcco, ) = Tuco; trco,, *caco,

H* : 9 (PSicn+) + Lilen) = —Tom —2Tcaco, ~ 'HcO; >

Ca** 1 3(pSiccar) + Lilegr) = Teaco,

(4.42)
where the operators L;, L g are defined in (4.11), (4.13).

4.4.3 Elimination procedure. Total concentrations.

The reaction rates of the equilibrium reactions in the right terms of the balance equa-
tions (4.42) are unknown. To eliminate reaction terms, we use linear combination of
balance equations represented by matrix U. The elimination procedure was described
in detail in section 2.3.2. For the considered chemical system, the matrix U has the
following view:

1 1[1]|10[1 0[00
Sy Shy Sh, I 0 0 1|10 1|0 1[0 O

U:TTg = (4.43)
Si, Sh. 0 01 -1 -1{—=2|0 00 0|1 O
0 0|1]0 000|011

Applying the linear combination represented by the matrix U, we obtain a new
reduced set of balance equations for the total concentrations of the primary components
T=U0c=U60(M; +M;+My)c =¢S5 T; + T, + ¢S, T, (section 2.3.2):
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3
H,04) + 75(¢SiTim,0, + Tinyo, + PSgTgm,0,)+ Ll(Tl,Hzo(l)) + Lo(Tgn,0.)=0,

O 20 200 200)
where Tuo, = ¢Silen,o, +con+chco;) + Ccaco, + @Sglh,0
= ST +OT + ¢S, T
(]5 1 l,H2O(U s,HZO(l) g g,HZO(D:
. 0 _
COyyy & (@S Tico,, T Tsco,, + ¢S, Tg,COZ(l)) + Lz(Tl,coz(D) + Lg(Tg,COZ(D) =0,
where Teo,, = ¢Silcco,, +cheo;) + Ccaco, + PSgCco,,
= ¢S, T T + ¢S, T
l Z,COZ(I) s,COZ(D g g,COZ(D:

HY :© Z2(¢STige + Tyope) + Li(Typ) =0,
where Tyr = ¢Si(epr —cou — CHco;) - 2CCaco3
== (]551 TZ,H"' + Ts,H*’:
Ca?t : Z(PS T car+ + Tycart) + Li(Tycazr) =0,

Tear =  @Sicc2r  +  Ccaco,

where
== ¢Sl Tl,Ca“ + TS,C62+'

(4.44)

4.4.4 Mass actions law

The set of balance equations for the total concentrations of primary components con-
tains five less equations then unknowns. The missing equations are replaced by mass
action laws of equilibrium chemical reactions for secondary components:

OH™ : logéoy- = logKpy +log éHz% —logéy+,
HCO; : log 6Hcog = log Kyco; + log 6H2% —log ¢+ +log 6cozm ,
H, O(g) : log Cny0, = log KHzo(g) +log Cn,0,,>
COZ(g) . log Ccoz(g) = log KCO2(g) + ].Og CCOZ(I) 5
CaCO, : log Ccaco, = log Kcaco, + log CH,0,, 2log Cy+ + log Ceo,, +log 2+ -
(4.45)
We assume that the dissolved liquid components (OH", HCOj, HT, co, (l)) in the

first and second reactions have ideal activity (¢; = ¢;). The water H2O(l) activity in these
reactions is fixed to one ( 6H20(z) =1).

The activity model of components that participate in third and fourth gas-liquid
inter-phase reactions was described in section 2.4.5:

N H,0
H,0, = ®H,0,PgXg >

i — 2

icoz(g) = Poo,,P f:;g ’ (4.46)
CH,0, = TH0,% =,

N co,

€co,, = Yeo,, M o

where &;(p,, T) is the fugacity coefficient of the gas component i for the CO,-H,0
mixture, v; is the activity coefficient of the liquid component i. The function g defined
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in (4.8) has the following form:

c ¢ = c c 4.47
8( H,0,,,’ coz(g)) 82(81( H,0,, coz(g))) (4.47)
H,0
$ 27(8)
1,00 Cg
Tn,0,,Kn,0 co, . T n,0
where g(cg.o ,Cco. ) = W 2T ., *® [and g, calculates the
27(8) 2g) ‘I’co() cg 2
2(g

K, g¢ +c
€0,y €0, €C0,,, T H,0

value of the component concentrations from the values of component molar fractions
P1Xu,0,
( ) My, 0%n,0,, + Mco,Xco,
x X =
82\XH,0,> Xco, PrXco,

My, 0xn,0,, + Mco,Xco,,

The fifth chemical reaction is heterogeneous precipitation-dissolution reaction for
the mineral calcite (CaCO,). Modelling of such type of reaction was described in section
3.4.1.2. The liquid dissolved components (H", CO, s Ca?") of this reaction have an
ideal activity, while the activity of water H,0,, and calcite CaCO, are fixed and equal

to one.

4.4.5 Final system of equations. Decoupling procedure

The final coupled system of equations for the considered chemical system consists of
the following list of equations:

e Balance equations for total concentrations of primary components (4.44),
e Mass action laws (4.45),

e Capillary pressure law p.(S;) = pg —pi,

o Closure relation for liquid and gas phase densities (4.35), (4.36),

e Closure relation for phases composition S; + S, = 1.

In the considered chemical system we assume that the solid phase is formed com-
pletely by calcite CaCO,. For this reason the porosity of the media depends on calcite
concentration under the condition of constant calcite density - Pcaco, = 2700 kg/m?3:

ccaco,Mcaco,

¢(CCac03) =1— (4.48)

Pcaco,

The unknowns of the obtained system are coy-, Ctico=» €caco. » CH.0, .»€CO.. > CH. O, CH.O,.»
3 37 2 Mg) )’ 20’ 2R

CH+,cCaz+,p1,pg,Sl,Sg.

In the considered physical model the viscosity of the liquid phase depends only on
the concentrations of water and dissolved carbon dioxide. Therefore all three assump-
tions proposed in the previous section are valid, and we can perform the decoupling
procedure. To realize the decoupling algorithm proposed in the previous section for
the general case, we group the equation into two subsets that correspond to dominant
and minor components. Further, we specify these subsets of equations for geological
storage of CO,.
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4.4.5.1 Subset of dominant components

The system for the subset of dominant components is formed by the following equa-
tions:

1) the balance equation for the total concentration of water H,0 (4.30):

9(¢(Sicn,0, +Ssen,0,))

27()

ot + Ll;(Sz,a)(cHzo(n) + Lg’(sgyg)(cHZO(g)) (4.49)

Ry, 0(con-» Cuco; > Ccaco,» P> St)

d(¢Si(con- +cnco;))  Iccaco,
where Ry o =— P T Ly (s, (Con + Cuco; )

2) the balance equation for the total concentration of carbon dioxide CO, (4.30):

9(p(Sicco,,. +Sgcco,, )
2() 2(g) + Ll s _))(CCO ) + L (s —>)(CCO ) 4.50
ot (S6Lq 2(1) 8:10¢:4g 2(g) (4.50)

= Rco,(cxco; > Ccaco, > P1>S1)

9(¢Sichco;)  9ccaco,
where Reo, =— 3 7 Ll,(sl,i’l)(CHCOQ)’

3) the mass action law for the water exchange reaction (Henry’s law (4.32)):

log 6H20(g) = logKHzo(g) +log 6H20(1): (4.51)

4) the mass action law for the carbon dioxide exchange reaction (Raoult’s law (4.32)):

log écoz(g) = log Kco(g) + log 6CO2(1), (452)
5) the capillary pressure law (4.33):
p(S1))=pg—p1s (4.53)

6) the density state equations for the liquid and the gas phases (4.35), (4.36) :

pl (pl ) = MH2 0(1) CHZO(D + MCOZ(I) CCOZ(I) ’ (4.54)

= M c +M c .
P(Pg) 1,0 ™20 T T Ouxg COug)

7) closure relation for phase composition

S+, =1 (4.55)
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4.4.5.2 Subset of minor components

The system for the subset of minor components is formed by the following equations:

1) the balance equation for the total concentration of ion hydrogen H* (4.37):

5}
E(‘PSZ(CH* — Cor — CHeo; )—2Ccaco, )+ Ly s, 7y (Cr —Con-—Crco; ) = 0, (4.56)

2) the balance equation for the total concentration of ion calcium Ca’t (4.37):

d
E(WSZ Cazt) + CCaC03) +L s, 7)(Ccazr) =0, (4.57)
3) the mass action law for the water dissociation (4.38):

log éop- = log Koy~ —log Cyy+ + \I’OH’(CHZO(D): (4.58)

where Ug- = log 6H20(1):

4) the mass action law for the co, dissolution (4.38):

log éHCO; = log KHCO; — log 6H+ + \IJHCO;(CHzo(l)’ CCOZ(I) ), (459)

where ‘I’Hcog =log CH,0,, +log €co,,

5) the mass action law for the precipitation-dissolution of the mineral CaCO, (4.38):

log 6CaCO3 = log Kcaco3 —2 10g 6H+ + log 6C32+ + \I’Cacog (CHZO(I) , CCOZ(I) ), (460)

where “IJCaCO3 = log CHZO(I) + log Ccoz(l) .

4.4.6 Decoupling strategy

The subset of equations for the dominant components, under the condition of explicit
expression of the functions Ry, 0, Rco, and the calcite concentration Ccaco, (required for
calculation of the porosity value (4.29)) from the result of reactive transport for minor
components, forms a closed system of equations for two-phase two-component flow
(H,0-CO,). The list of system unknowns is the concentrations of dominant component

CH,0, . Cco. > CH,0, 5 CH, 0, » the phase pressures p;, p, and the saturations S, S,. From
29 29’ T2’ 2N

the values of the phase pressures we also can compute the phase velocities q;, @) and
configuration of the linear operators L;, L,.

The subset of equations for the minor components, under the condition of explicit
expression of function ¥y, Whco; > Yeaco, » the liquid phase velocity g; and the liquid
phase saturation S; from the result of two-phase two-component flow for the dominant
components H,0 and CO,, forms the closed system of equations for reactive transport
of minor components H™ and Ca?*. The list of system unknowns is the concentrations
of the dominant component cy+, g2+, Cop-» CHCO; > €CaCO, -
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4.4.7 Modifications and implementation in DuMu*®

Aswas already mentioned in section 4.3.1, for simulation of two-phase multicomponent
flow with reactive transport in porous media we propose a sequential algorithm. The
numerical simulator based on this algorithm contains three main blocks:

Global time management block. This block contains the realization of the main loop
of the sequential algorithm. It divides the entire simulation time in necessary
number of time intervals. In this block we should consequently pass from one
time interval to another and execute numerical simulators for each sub-problems
at each time interval with all necessary input data such as initial values of system
variables, values of the right term R", the liquid phase velocity 7?“, the liquid
phase saturation Sl”“, the concentration of dominant or minor components. At
the end of sub-problems simulation at each time interval, the global time man-
agement block extracts the values of the necessary system variables at the final
time of considered interval.

Two-phase two-component flow sub-problem block. This block finds the solution
of two-phase two-component flow at the necessary time interval with given ini-
tial values of system variables, the right hand side term R", the minor and the
secondary liquid and solid component concentrations ¢y, Cy1, Cs, the porosity

P

Reactive transport sub-problem block. This block finds the solution of reactive trans-
port at the necessary time interval with given initial values of system variables,
the liquid phase saturation S"*!, the liquid phase velocity 7?“, the dominant

component concentrations Cpld .

The numerical simulators appropriate for two-phase two-component flow problem
and reactive transport problem were already developed and demonstrated in the pre-
vious chapter (section 3.3.1 and section 3.6.3). Each of these numerical simulators
was realised in the forms of DuMu® modules 2p2c for two-phase two-component flow
and 1pNc for reactive transport. These simulators have been adapted to the require-
ments of the sequential algorithm: there was added in the module 1pNc the possibility
to compute external spatial fields such as the right term source R and the porosity ¢
for actual values of saturation, the liquid phase velocity, the concentrations of minor
primary and secondary components. Since the simulators for sub-problems were de-
veloped in DuMu” software environment, the global time management block was also
realised in the same environment in form of the module modelcoupling. This module
is responsible for the realisation of the time step in the main loop of the sequential algo-
rithm. This part of the code choose appropriate time step and exchanges data between
the two sub-problems. As was already mentioned in section 4.3.4, we have tested two
variants of numerical algorithms with the term R computed in the reactive transport
module and term R = 0. In practice we found out that presence of term do not have
significant influence of the flow, and therefore in the application examples presented
in the following section we use the variant of numerical simulator in which the global
time management block replaces the value of term R by zero.
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4.5 Application examples

4.5.1 SHPCO2 Benchmark
4.5.1.1 Test description.

To test case the elaborated numerical simulator, we choose the SHPCO2 Benchmark
which was developed to study the process of CO, storage. The chemical system used
in this benchmark was already described in section 4.4.

As it was explained in section 4.4, the primary components of the chemical system
was divided into two groups: the dominant (CO, and H,O) and the minor (H* and
Ca®h components. The balance equations for the total concentrations of the dominant
components and the mass action laws of phase exchange reactions with the gas sec-
ondary components coupled with the dominant components form the first subproblem
of two-phase two-component flow. The balance equations for the total concentrations
of the minor components and the mass action laws for the secondary liquid and solid
components form the second subproblem of reactive transport. Besides the list of com-
ponents, given in section 4.4, in this test case we incorporate an additional liquid chem-
ical component Cl. The new component doesn’t participate in any chemical component
and its presence has no influence on any physical parameters of the system. CI performs
the role of the tracer component in the system and should demonstrate the referential
concentration evolution of liquid component under the influence of the diffusion and
the advection forces. Cl is included in the group of minor primary component. The
balance equation for Cl

0
E(Gbsz cel) + Ly s,y (cc) =0, (4.61)

is added to the system of equations of the second subproblem.

The mathematical model of the mass action laws involved in the first subproblem of
two-phase two-component flow is described in section 2.4.5. The activity of chemical
component represented in the second subproblem of reactive transport can be ideal
(OH", HCO3, H, CO,)s Ca**, CD) or fixed to constant one (H,0, CaCO,). The values
of equilibrium constants of chemical reactions for reactive transport subproblem are
represented in Morel’s tableau (Table 4.2).

H,O H* CO,,  Ca** Cl logK
OH" 1 -1 0 0 0 -13.2354
HCOjy 1 -1 1 0 0 -6.22
CaCO, 1 -2 1 1 0 -7.7454
TOtal THZO TH+ TCOZ(l) TCaZ+ Tc]

Table 4.2: Morel’s tableau for the SHPCO2 Benchmark.

The values of the equilibrium constants log K are given under the condition that we
use mol/l as units for concentration of components.

In this test, we consider a two-dimensional rectangular domain that represents the
horizontal section of a three-dimensional volume of the medium. The geometry of this
domain is shown in Figure 4.2.
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Figure 4.2: Geometry of the domain for the SHPCO2 Benchmark.

The domain is divided into two zones:
e a '"barrier" zone with low permeability, marked by green color in Figure 4.2,
e a "drain" zone with high permeability which comprises the rest of the domain.

Since all points of the domain have the same depth, the velocity of the liquid phase
doesn’t depend on the gravity force:
- _ krl
q =——K(Vpyp). (4.62)
Uy
Since for numerical simulations we use a sequential algorithm and divide the orig-
inal problem in two sub-problems, we need to formulate boundary conditions for each
subproblem.
The first subproblem of two-phase two-component H,0-CO,, flow has the following
boundary conditions:

o the parts of the boundary marked as "Injectorl”, "Injector2", "Productor" have
Dirichlet conditions such that the liquid saturation S; = 1, the liquid CO,, con-
centration cco 1) = 0 mol/L, Pipjectorr = 1.0 107 Pa, Pipjectora = 1.05 107 Pa,
pproductor =11 107 Pa,

o the rest of the boundary has Neumann impermeable conditions (no flow).

According to the velocity obtained from two-phase two component H,0-CO, flow
we choose the following boundary conditions for reactive transport flow:

e the parts of the boundary marked as "Injector1", "Injector2" have Dirichlet con-
ditions such that the total liquid concentrations of the primary components are
equal to initial values,
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e the part of the boundary marked as "Productor" has no boundary conditions since
—_ —
qi * 1M pproductor” >0,

o the rest of the boundary has Neumann impermeable conditions (no flow).

As initial conditions for two-phase two-component H,0-CO,, flow we use:

e in the zone of CO, injection marked by orange color in Figure 4.2, initial liquid
saturation S; = 0.8,

e in the rest of the domain, initial liquid saturation S; = 1 and initial CO,, concen-
tration in the liquid phase cco,) =0 mol/1.

Initial conditions for the reactive transport are represented in Table 4.3 for zone of
CO,, injection and in Table 4.4 for the rest part of the domain:

conc. mol/1 total total liquid total solid
conc. mol/l conc. mol/1 conc. mol/l
HT 2.596 107 —43.36 —2.597 1072 —43.36
Ca** 3.3431072 21.68 3.343 1072 21.68
cl 2.0 2.0 2.0 0.0

Table 4.3: Initial conditions of reactive transport in zone of CO, injection for the SH-
PCO2 Benchmark. Note: the total concentration can be negative since its can contain
negative terms.

conc. mol/1 total total liquid total solid
conc. mol/1 conc. mol/1 conc. mol/1
H* 1.01077 —43.36 —8.497 107> —43.36
Ca* 4.007 102 21.68 4.007 102 21.68
Cl 0.0 0.0 0.0 0.0

Table 4.4: Initial conditions of reactive transport outside of injection zone.

The concentrations of CO, and H,O are not included in Table 4.3 and in Table 4.4
since their values are imposed from the solution of two-phase two-component H,0-CO,,
flow.

The physical parameters of the flow parameters are given in Table 4.5.

Constitutive law Parameters
Capillary pressure law (Brooks-Corey model [16])
1,8, —S,\1 1
c==(2=) = =0.01 MPa
ev1-5;, €
A=2
S, =0.2

Darcy-Muskat’s law

k _
da = —ﬂK(Vpa), a= l: 4 Klbarrier =10 15]1 mZ
Ug Kidrain = 107131 m2
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Relative permeability (Brooks-Corey model [16])

S, —8S;.\3+2
krl _( 1 lr) 2 A — 2
1-S,
S, =0.2

5 —S 5 —S
krg :(1_11 Sllr)(1 (11 Slzr)lhx)

Liquid diffusion/dispersion tensor

——T
Dy = Dyl +d; 7] + (d; — dp) 2L D, =1.107° m?/s
ql d;=0.m
dr =0.m
Porosity
¢ =0.2
Liquid density
pl(pl’ l S T) = pbrine(pl’S:T)
+  Pn,0-co, (P> choz’ T) S =0 ( salinity)

Pro T =50°C (323 K)
2

The model is based on the results of the articles

[29] and [9] and implemented in DuMu*

Liquid viscosity

u;=4.810"*Pas

Gas density
P, is a tabulated variable. Tabulated values are
calculated for the model described in [63]
Gas viscosity
Ug(pg, T) = po(T) + Aulpg(pg, T), T)
The model is based on the results of article [27]
and implemented in DuMu*
Table 4.5: Physical parameters for the SHPCO2 Benchmark.

Further, we consider two variants of the described test: with immobile and mobile
gas phase.

4.5.1.2 Immobile gas phase.

The general purpose of performed simulations is to demonstrate the capabilities of the
developed numerical simulator for two-phase multicomponent flow with reactive trans-
port. The particular choice of the SHPCO2 Benchmark as a first test case is explained by
the fact that in the previous section we already used one-phase multicomponent ana-
log of this test for validation of one-phase reactive transport solver. The comparison of
simulation results should reveal the influence of the gas phase presence.

In section 3.6.4.4 the gas carbon dioxide (COz(g)) is represented in the form of a
mineral that doesn’t participate in the transport process. In contrast, in the current test,
CoO 20 forms a mobile gas phase and participates in the transport process of this phase.
In order to bring closer the condition of different physical models for one-phase and
two-phase flows, for this test we introduce an additional artificial assumption in physical
laws of the SHPCO2 Benchmark. Instead of formula for the relative permeability of gas
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phase given by Brooks-Corey model, we use in this first simulation a value of this relative
permeability that is ten orders of magnitude less:

krg = 10_10krg(Brooks-Corey)' (4.63)

This assumption in the physical model reduces the velocity of the gas phase almost to
zero. In this case the gas carbon dioxide and the entire gas phase are almost immobile
and do not participate in the transport process, and all changes in the concentration of
CO, g are caused by the process of CO, 9 dissolution like in the analog test case for
one-phase reactive transport.

The period of simulation is equal to 2500 years. The domain is discretized by a

mesh of size 190 x 120.

Clconc. Cl conc.

0.8

o al

0.001 0.001

Cl concentration at t = 400 years Cl concentration at t = 1200 years

Figure 4.3: Results of numerical simulations for component Cl.

The Cl concentration at different period of times is represented in Figure 4.3. Cl is
an additional tracer component. Its initial concentration is zero outside of the CO, zone
injection and non-zero constant inside. The transport of Cl in the system is performed
only by advection and diffusion in the liquid phase and does not have any influence
from chemical reactions. If we compare this results with the evolution of the Cl con-
centration obtained for one phase transport, we notice that velocities field of the liquid
phase are not identical (Figure 3.25). At the same time we can see that the general
configuration of the liquid phase flow is similar to the one-phase case. The main rea-
son of the observed differences is the presence of the strong coupling of the gas and
the liquid pressures trough capillary pressure law in the two-phase case. Also the pres-
ence of a gas phase changes the value of the relative permeability of the liquid phase
through Brook-Corey relations. In the one-phase case the relative permeability of the
liquid phase is fixed to one.

The evolution of the gas saturation is represented in Figure 4.4. We can see, as
expected, that the CO,, bubble initially injected is not displaced by advection in the gas
phase because of the zero gas phase velocity. The size of the gas phase zone is reduced
in a similar way to changes of COZ(g) concentrations in the one-phase case (Figure 3.23
and Figure 3.24). In the same way as in the one-phase case this disappearance of the
initially present gas is explained by the fact that a part of COZ(g) dissolves in the lig-
uid phase and is transported by the flow of the liquid phase outside the injection zone.
The difference in the evolution of zone with gas carbon dioxide (non-zero concentra-
tion of COy 2 in one-phase case and non-null gas saturation in two-phase case) can
be explained by the differences in the forms of COz(g) activity in mass action law for
reaction of COZ(g) dissolution. In the one-phase case, this reaction is considered as a
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Gas saturation at t = 400 years Gas saturation at t = 1200 years

Figure 4.4: Results of numerical simulations for the gas saturation S,.

precipitation-dissolution reaction of mineral component, whereas in the two-phase case
the same chemical reaction is considered in the form of Henry’s law. Also, previously, we
already noticed that the configuration of flow in the liquid phase is slightly different in
the two-phase case and thereby, removal of dissolved carbon dioxide in the liquid phase
from the zone of gas presence is performed with different velocities causing difference
in the rate of COZ(g) dissolution process.

4.5.1.3 Mobile gas phase.

In the second test, we remove the artificial assumption for the gas relative permeability
and return to the physical model given in the test description. In this case the gas phase
becomes mobile and the transport process in the gas phase has a strong influence on
the simulation results.

As in the first test, the period of simulation is equal to 2500 years and we use a two
dimensional mesh of size 190 x 120 (22800 points).

Clconc. Clconc.

0.4 0.4

0.001 0.001

Clconc. Clconc.

| 04
o

0.001

0.001

Figure 4.5: Evolution of the Cl concentration. Top left: 400 years. Top right : 800
years. Bottom left: 1200 years. Bottom right : 1600 years.
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The CI concentration at different periods of time is represented in Figure 4.5. As in
the previous case, Cl is an additional tracer component. Considering the picture of Cl
concentration evolution and comparing with results obtained for immobile gas phase
test (Figure 4.3), we notice that the gas phase mobility changes the configuration of
the flow in the liquid phase.

Sn Sn

.14512 14512
E0 12 %0.12
éOAOB é0.0B
E0.0A é0.04
i :
0 0
Sn Sn
2.14512 2.14512
’0 12 20.12
é0.0B E0.0S
E0.0A 50.011
i ;
0 0

Figure 4.6: Evolution of the gas saturation. Top left: 400 years. Top right : 800 years.
Bottom left: 1200 years. Bottom right : 1600 years.

The evolution of the gas saturation is represented in Figure 4.6. We can see that the
CO, bubble initially injected is now displaced by advection in the gas phase. Comparing
the evolution of gas saturation and the Cl concentration (Figure 4.5), we notice that
the displacement of the gas is initially faster than displacement in the liquid phase. The
velocities of gas and liquid phases are coupled by the capillary pressure law, so that the
difference between the phase velocities is proportional to the gradient of the capillary
pressure. Since the capillary pressure gradient is initially non-zero only on the boundary
of injected CO, bubble, the initial difference between the velocities of both phases is
large. Comparing the evolution of the gas saturation obtained for mobile gas phase case
with results obtained for immobile gas phase case (Figure 4.4), we conclude that the
effects caused by the transport processes in the gas phase have a significant influence on
the process of carbon dioxide storage and they cannot be neglected like in the previous
test with immobile gas phase. At the same time, COz(g) dissolution observed in the
immobile gas phase case (Figure 4.4) also has importance for the evolution of the gas
phase, and is responsible for the gradual decrease in the gas saturation in zones with
small gas phase velocity.

The liquid CO, concentration evolution is represented in Figure 4.7. In the zone
where CO, was initially injected, some part of CO, 9 dissolves in the liquid phase. Then
CO, is transported by advection and diffusion in the liquid phase. Also the process
of gaseous CO, dissolution continues during the whole period of simulation and some
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CO2lconc. ~ CO2lconc.
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Figure 4.7: Evolution of CO, concentration in the liquid phase. Top left: 400 years.
Top right : 800 years. Bottom left: 1200 years. Bottom right : 1600 years.

part of the liquid CO, comes from the gas phase. In addition to these phenomena the
displacement of the liquid CO, is influenced by the presence of chemical reactions that
involve liquid CO,. If we compare these results with the results obtained for the tracer
component Cl (Figure 4.5), we conclude that the presence of chemical reactions and
dissolution of the gas component may have a strong influence on the transport of the
liquid CO,, and this effect has to be taken into account in the physical model.

7
ks

-5
4501734 4.501734

4.501734

Figure 4.8: Evolution of pH. Top left: 400 years. Top right : 800 years. Bottom left:
1200 years. Bottom right : 1600 years.
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Finally, in Figure 4.8 we see that the distribution of H* is strongly correlated with
the CO, concentration. High concentration of CO,, ., causes an increase of the liquid
phase acidity.

2D

Remark

As already mentioned in subsection 4.3.4, the right hand side term R in the balance
equations for H,O and CO, was neglected in the numerical simulations presented in
sections 4.5.1.2 and 4.5.1.3. To demonstrate that the neglecting of the R terms doesn’t
cause a significant change, we perform an additional test, identical to the previous
SHPCO2 benchmark with mobile gas phase (section 4.5.1.3), but with the R terms
included.

At each time step t,, — t,, 1, the terms

PSP+l )= TISIT (el ]
3

R oH™ " “Hco;
H,O0 —
2 th—th—
ch _ Cn—l
caco; — “caco,
_—_Ll(" n(Cn ,+Cn 7)
q;:S! )\ o
th—tn 1 1°1 [¢) HCO;
and
ngn.n _ n—1Sn—1Cn—1 n _n—1
R = P"S; HCOj ¢ I "HCO;  Ccaco, ~ caco, L @ )
co, =~ B s hco;
2 ty—thq th— thq 12177 HCO;

of the dominant component balance equations, for the chemical system represented
in the SHPCO2 benchmark (see equations (4.49) and (4.50)), should be computed
explicitly from the results of the two-phase two-component flow and reactive transport
subproblems at the previous time step. However, because of the structure of the DuMu*
code, using the old velocity ?? in the advection-diffusion operator L; is not convenient.
For this reason, we decided to replace this by the velocity at the current time ??”. In
case of a stable flow configuration and a sufficiently small time step, such a replacement
should not result in large changes to the solution.

When we compare visually the results of simulations without and with R terms, we
observe that both figures are identical, so that we can indeed conclude that the presence
of the R terms has very little influence on the flow configuration.

However the presence of R is quite important for the question of mass conservation.
In the case without R term, the solution of two-phase two-component flow is conser-
vative with respect to the total concentration of dominant components which contain
only concentrations of their liquid and gas forms:

T, = ¢pS;c + ¢S,.c
CO,y ¢S O,y ¢ §€Co, >

and

Tuyo,, = #Sicu,0, + PSgcu,o, -

However, the solution of the original equation is conservative with respect to total con-
centrations that additionally contain concentrations of some secondary components:

Teo,,, = Tco,, + $Sicuco; * Ccaco,
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and

Tn,0,, = Tn,0,, T PSicuco; + @Sicon- + Ceaco, -

To demonstrate that the presence of the R term imprives the conservation of the
two-phase two-component flow subproblem with respect to the original total concen-
trations, we compare the overall value of TCOZ(I) ( f O Tcoz(1)|tﬁx) in the SHPCO2 Bench-
mark during the first 200 years of simulations, with and without term R. The results of
comparison are shown in Table 4.6:

Time (years) fﬂ TCOZ(D without R fQ TCOQ(D with R
5 years 335267384 335416542

50 years 334590649 335411173
100 years 334127585 335409334

200 years 333338905 335408767
Absolute change after 200 years | —1928479 —7775

Relative change after 200 years | —0.5752% —0.0023%

Table 4.6: Evolution of total Tcozm value

Since there are no internal sources of CO, inside of the domain, and since during
the CO, bubble hasn’t reached the boundary of domain during the first 200 years, the
total value of TCOZ(D shouldn’t change. From Table 4.6 we see that the introduction of
the R term makes the numerical algorithm more nearly conservative. At the same time,
we can note that the mass transfered from the secondary components (represented by
term R) is relatively small in comparison with the initially injected CO, mass.

We conclude that, consistent with current practice (reference to TOUGH?2, others) it
will usually not be necessary to include the R terms. As the mass balance conservation
can always be checked a posteriori, those terms can be added if it is found that mass
conservation is not sufficient.

4.5.2 Test case of Saaltink et al

To compare the results of the new developed simulators for two-phase multicomponent
flow with results of other software we choose the test case described in the article [59].
The authors of this article elaborate a coupled physical model of two-phase multicom-
ponent flow and construct a numerical simulator that solves the entire system using a
fully-coupled approach. To reduce the complexity of the considered numerical task, the
authors chose a different approach from our method for computing the chemical equi-
librium states. Instead of solving a system of mass action laws coupled with expression
of the total concentrations (section 3.4.1), the authors use a pre-calculated tabulated
function that returns the concentrations of all components at chemical equilibrium ac-
cording to the value of the gas pressure. This choice simplifies the computation and re-
duces computing time, but creates a problem for interpreting the test conditions such as
values of initial component concentrations and chemical equilibrium constants. These
functions for some important chemical components are represented in form of graphs
in Figures 1 in the article [59]. For convenience, we duplicate this illustration in Figure
4.9.
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Figure 4.9: Concentrations of the most important chemical components (CO,,,,, HCO3,
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Ca?*, Cl) and pH as a function of the gas pressure. Reproduced from [59]
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The necessary values of the equilibrium constants for our physical values were cal-
culated through the presented graphics of the primary component concentration and
for this reason can slightly differ from the values used in [59].

4.5.2.1 Test description

The chemical description of the second test coincides with the test in section 4.5.1.1.

Because the considered test is carried out at different temperature from test in sec-
tion 4.5.1.1, the equilibrium constants of the chemical reactions of reactive transport
subsystem reconstructed from the functions of component concentrations (Figure 4.9)
are also different. The new values of these constants are represented in the following
Morel’s tableau (Table 4.7):

H,O H* CO,;  Ca*' Cl logK
OH" 1 -1 0 0 0 -14
HCO; |1 -1 1 0 0 -5.9
CaCO, |1 -2 1 1 0 -8.1
Total Tu,0 Tiy+ TCOZ(D T2+ Tl

Table 4.7: Parameters for the test case of Saaltink et al.

In this test, we consider a simple axisymmetric 2D geometry of 100 m thick hori-
zontal aquifer at 1500 m depth. The model extends 5 km laterally (radius 2.5 km).
An injection well with a radius of 0.15 m is placed at the center of the domain. The
geometry of this domain is shown in Figure 4.10.

0.15m
-~

100 m
injection
well

2500 m

Figure 4.10: Section of the axisymmetric 2D domain for Saaltink et al. test case

The transport in the domain is performed with the velocity of the liquid phase

k
= —M—”K(sz -0 ) (4.64)
l

where the pressure p; is the solution of a two-phase two-component H,0-CO,, flow with
the following boundary conditions:

o the part of the boundary close to the injection well, £, has Neumann conditions
such that qu,009, =0 and fml dco, = 2-5 10° kg per year,
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e the top and the bottom parts of the domain boundary, d2,, have Neumann im-
permeable conditions,

o the outer part of the domain boundary, 923, has Dirichlet conditions (hydrostatic
for the pressure and equal to the initial condition for the liquid CO, concentra-
tion).

According to the velocity obtained from the two-phase two component H,0-CO,
flow, we choose the following boundary conditions for reactive transport:

e the part close to the injection well dQ; has Dirichlet conditions equal to initial
for the total liquid concentrations of primary components,

o the top and the bottom parts of the domain boundary 92, have Neumann im-
permeable conditions,

o the outer part of the domain boundary 223 has no conditions since Ef . 7| 00, >
0.

As initial conditions for the two-phase two-component H,0-CO, flow we use:

e hydrostatic condition for the liquid pressure p;(x, y,%) = Pgm + P1(Pres (1500 —
g-y) where p,.r = 15 MPa,

o the initial liquid saturation S; = 1 for the entire domain €,
e the initial CO, concentration in the liquid phase Cco, = 1.223 10~* mol/I.

Since in the article [59], the concentration of chemical components are computed
as explicit functions of the gas pressure, no initial values are needed. In our model,
the concentrations of the primary components are system variables, and we need to
know their values at the initial time. These values were read off the graph in Figure
4.9 with an initial gas pressure equal to 10~ MPa. The initial concentration of co,M
was already mentioned in the list of the initial conditions for two-phase two-component
H,0-CO, flow subproblem. The initial concentrations of other primary components H*,
Ca?", Cl, represented in Table 4.8, are necessary for the definition of reactive transport
subproblem.

conc. mol/1 total total liquid total solid
conc. mol/l conc. mol/1 conc. mol/l
H* 411078 —48.6 —3.5107° —48.6
Ca** 1.71073 24.3 1.71073 24.3
cl 0.435 0.435 0.435 0

Table 4.8: Initial conditions of reactive transport for the test case of Saaltink et al.

The physical parameters of the flow parameters are given in Table 4.9.

Constitutive law

Parameters
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Relation curve (capillary pressure law)
1 —m
Sl=(1+(pg pl)lm) P, = 0.02 MPa
Po m=0.8
Darcy-Muskat’s law
0
Qo =—"*K(Vpe—p.8), a=1¢ ¢ =|-981 | m/s?
g 0
K =101 m?
Relative permeability
kpq =S, a=1g n=1
Liquid diffusion/dispersion tensor
——T
Dy = Dol +d, 3]+ (dy — dp) 12— D, =1.610"8 m%/s
lqrl d,=5m
dr =0.5m
Solid density
ps = 2700 kg/m?>
Porosity
Ccaco, Mcaco,
¢p=1— p— Mcaco, = 0.1 kg/mol
Liquid density S
p1 = pexp(aT + B(p; —pio) +7S) a=-3410"*°Cc™!
B =4.510"% MPa~!
T =60°C(333K) S=0.025
P10 =1037.12 kg/m>
Pio=0.1 MPa y=0.19
Liquid viscosity
u =4810"*Pas
Gas density
P, is a tabulated variable. Tabulated values are
calculated for the model described in [63]
Gas viscosity
4 1 a; pIi{
ug=uo(zz ; ) Per = 468 kg/m®
i=1j=0 Tg T., =304 K
pRng/pcr T =333K
Tr=T/T,, ao= 0249 a;; = 0.00489
_ o.s( _ 1663 4'_67) ap= —0373 ay= 1.23
uo = Tg| 27.22 +—| uPa 20 21
R R azp= 0364 a3 = -0.774
ag= —0.0639 a, = 0.143

Table 4.9: Physical parameters for the test case of Saaltink et al.

4.5.2.2 Numerical results

The period of simulation is equal to 1 year. We have used a two dimensional mesh of
size 500 x 20 (10000 points).
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Figure 4.11: Comparison of the liquid saturation S; between ours and Saatlink et al.
results after 100 days and 1 year of CO, injection. Only the 1.1 km closest to the
injection is presented.

The comparison of the liquid phase saturation distribution between the results of
our numerical simulator and Saatlink et al. results at different periods of time is rep-
resented in Figure 4.11. The gaseous CO, injected at the left border migrates upward
by buoyancy effect until it reaches the top of the domain with no-flux conditions and
then is driven to the right border by advective forces and almost completely displaces
the liquid phase in zone of gas phase presence. Comparing the two results, we observe
that the form and the propagation velocity of the gas phase front in both simulation
have no significant differences.
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Figure 4.12: Comparison of the gas pressure p, between our and Saatlink et al. results
after 100 days and 1 year of CO, injection. Only the 1.1 km closest to the injection
is presented. = The white discontinuous line in Saatlink et al. results indicates the
extension of the CO, plume (saturation equal to 0.5)

The comparison of the gas pressure evolution between the results of our numerical
simulator and Saatlink et al. results at different periods of time is represented in Figure
4.13. The evolution of the gas pressure is strongly coupled with the evolution of the
gas phase. The gas pressure reaches its highest values on the left boundary because
of the continuous process of CO, injection. As it approaches the boundary of the gas
phase spread,the gas pressure is slowly decreasing. In the zone without the gas phase
presence, we assume that the gas pressure is zero. Comparing the results of our numer-
ical simulator and Saatlink et al. results we observe that the general picture of the gas
pressure evolution coincide, but at the same time gas pressure in our simulation does
not reach the maximal values observed in Saatlink et al. simulations. The possible ex-
planation of such difference will be given later. The distribution of the liquid density
represented in Figure 4.13 is strongly coupled with the distribution of the gas pressure
because that increase of the gas pressure causes an increase of amount of the dissolved
CO,, that in its turn causes an increase of the liquid phase density. At the same time we
observe that the region containing the dissolved CO,, is larger than the gas CO, plume,
especially in the lower part of the aquifer below the gas CO, plume close to the injec-
tion left border. This is caused by vertical dispersion of the liquid CO, and by vertical
downward flux appearing due to the fact that the denser CO,, saturated liquid phase is
placed on top of lighter non-saturated zone.

Figure 4.14 compares calcite dissolution after 100 days of CO, injection, obtained
in our and Saatlink et al. results. Both simulations show dissolution of calcite in the
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Figure 4.13: Comparison of the liquid density p; between our and Saatlink et al. results
after 100 days and 1 year of CO, injection. Only the 1.1 km closest to the injection
is presented. The white discontinuous line in Saatlink et al. results indicates the
extension of the CO, plume (saturation equal to 0.5)
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Figure 4.14: Comparison of value of precipitated/dissolved calcite volume fraction be-
tween our and Saatlink et al. results after 100 days of CO, injection. Dissolution is
indicated by negative values. Only the 1.1 km closest to the injection is presented.
The white discontinuous line in Saatlink et al. results indicates the extension of the
CO, plume (saturation equal to 0.5)
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vicinity of the CO, plume and give similar pictures of the dissolution process: the cal-
cite dissolves in the zones where the liquid phase contains the dissolved carbon dioxide
reacting with mineral calcite. The amount of dissolved calcite is maximal close to the
injection border and gradually decreases as it approaches the boundary of the liquid
CO, spread. Although the described trend is observed in both simulations, the actual
amounts of dissolved calcite inside of CO, plume differ. To demonstrate these differ-
ences we give a more precise comparison of the simulations in Figure 4.15, giving the
graph of precipitated/dissolved calcite volume fraction after 100 days of CO, injection
at two depths as a function of distance from the left side of the domain. We observe
that the quantity of the dissolved calcite decreases with the distance from the border
with CO, injection. The forms of the graphs obtained in our and in Saatlink et al. sim-
ulations are similar, but actual values are different. This difference can be explained by
difficulties for finding the necessary values of equilibrium constants. The values recon-
structed from the graphs of component concentrations may differ from those actually
used in Saatlink et al. simulations.

Figures 4.16 and 4.17 display the temporal evolution of the gas pressure and the
liquid density obtained in our and Saatlink et al. simulations. At the initial period,
the gas phase is not present and the gas pressure is equal to zero at investigated point.
At the same time the liquid density slightly increases under the influence of the rising
pressure in the liquid phase. At some moment the CO, plume comes to the considered
point and the gas phase appears and the gas pressure reaches its maximum values. The
part of arrived gas dissolves in the liquid phase and causes a large jump in the liquid
density. During the remaining time of simulation, the gas pressure slowly decreases. A
similar change in the liquid pressure leads to the slight decreasing of liquid pressure.
The described evolution of physical parameters is observed in both results, but in our
simulations the time of the gas phase appearance comes earlier. The reason for this may
lie in the differences of the used numerical simulators. For example, DuMu® simulator
switch the case of only liquid phase to the case with both phase presence when mole
fraction of dissolved CO,, higher then known maximum mole fraction value. The actual
value of the maximum mole fraction is defined by form of Henry’s and Raoult’s laws.
Since we do not have precise information about form of these laws used in Saatlink et
al. numerical simulator, the value of the maximum mole fraction could be more, and
in this case it takes more time to reach necessary fraction of dissolved CO, at which
the gas phase appears. The same reason possibly can explain 3 percent difference in
maximum values of the gas pressure.
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Figure 4.15: Precipitated/dissolved calcite volume fraction after 100 days of CO,, injec-
tion at two depths. Red lines represent obtained results. Blue lines represent Saatlink
et al. results. Dissolution is indicated by negative value.
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Figure 4.16: Gas pressure evolution at the point placed 200 m away from the injection
well and 25 m below the top of the aquifer. Red line represents obtained results. Blue
line represents Saatlink et al. results.
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Figure 4.17: Liquid density evolution at a point placed 200 m away from the injection
well and 25 mbelow the top of the aquifer. Red line represents obtained results. Blue
line represents Saatlink et al. results.
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4.5.3 Test case of Fan et al

In the previous two tests the investigated domains were two-dimensional. The main aim
of our third test is to demonstrate that the code we developed is capable of performing
three-dimensional calculations. Such capability naturally arises from the fact that our
code was developed on the basis of the well established framework DuMu*, which
already includes the realization of three-dimensional simulations.

We consider the 3D test problem of CO, injection described in the work of Fan et al
[26]. In this work the authors propose to use two variants of complex geochemical sys-
tems that include both equilibrium and kinetic reactions. The first system involves four
equilibrium reactions and eight kinetic reactions of mineral dissolution/precipitation.
The second simplified system takes into account the same equilibrium reactions and
only three kinetic reactions from the first system. Because the current version of our
simulator is only able to treat equilibrium reactions, we have had to adapt and simplify
the second variant of the geochemical system.

The simplified version of the model proposed by Fan et al. included three minerals:
anorthite, calcite and kaolinite, and all three reactions were considered kinetic. These
three reactions were taken together because they involve the same ions (Ca®*, H' and
APY). In the case of kinetic reactions, the competition between the three reactions is
indirect, and does not cause numerical difficulties. This would not be the case if we
tried to model the three reactions as equilibrium, as the three minerals would directly
compete for the ions, and form a tightly coupled subsystem. With the current version
of the chemical code ChemEqLib, it is unfortunately not possible to guarantee that a
chemical system including these three reactions can always be solved, irrespective of
the initial concentrations. For this reason, we have decided to eliminate two of the
minerals (anorthite and kaolinite) and keep only calcite in the system. Furthermore,
we have also removed the (aqueous phase) reaction involving aluminum, as it had
become decoupled from the rest of the system.

This choice has the consequence that is no longer possible to compare our results
with those from the paper [26], so that this test case will not be used as a validation
case. But the results can still be interpreted from general physical considerations.

4.5.3.1 Test description

The simplified chemical system used in this test case and derived from the original
chemical system [26] is close to the chemical system used in the previous two test
cases. It has one new component CO%‘ and one new equilibrium reaction:

CO; =H,0—2H"+CO (4.65)

2(1)°
Also in contrast to the previous tests, we do not introduce the tracer component CI.

The equilibrium constants of the chemical reactions were not presented in the article
[26]. The necessary values were computed from the values of initial molality (simply
converted to concentrations) of all chemical components given in Table 3 of this article
under the assumption that the concentrations of components of equilibrium reactions
at initial time are already at equilibrium and the components have ideal activity, ex-
cept calcite and water with constant activity equal one. The calculated values of these
constants are represented in the following Morel’s tableau (Table 4.10):
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H,O H* CO,,  Ca** logK
OH~ 1 -1 0 -13.59
HCO; -1 0 -6.46
cox 1 -2 0 -16.408
CaCO, |1 -2 1 -8.44
Total Ty,0 T+ Tcoz(l) Teq2+

Table 4.10: Parameters for the test case of Fan et al.

In this test, we consider a 3D domain that is 15 km in both the x and y-directions
and 100 m in the z-direction. The model contains 25 x 25 x 16 = 10000 grid blocks.
The model contains one injection well perforated in a single grid block located 25 m
from the top of the aquifer. A pure CO, stream was injected by this well at constant
rate during the first 20 years. After the 20 years injection period, a total of 18.6 10° kg
of CO, was injected.

The transport in the domain is performed with the velocity of the liquid phase

@ =T — D) (4.66)
U

where the pressure p is the solution of a two-phase two-component H,0-CO,, flow with

Neumann impermeable conditions at all boundaries.

According to the velocity obtained from the two-phase two component H,0-CO,
flow, we choose the same Neumann impermeable conditions at all boundaries for reac-
tive transport.

As initial conditions for the two-phase two-component H,0-CO, flow we use:

e hydrostatic condition for the liquid pressure p;(x,y,2) = prop — P1(Prop)(g %)
where p,,, = 11.8 MPa is the initial pressure value at the top of the domain,

o the initial liquid saturation S; = 1 for the entire domain €,
e the initial CO, concentration in the liquid phase Cco, (1) = 3-55 1072 mol/l.

Initial conditions for the reactive transport are similar for the entire domain and
represented in Table 4.11.

conc. mol/1 total total liquid total solid
conc. mol/I conc. mol/1 conc. mol/l
H' 5.711077 —44.28 —2.159 1073 —44.28
Ca%t 2.521072 22.14 2.521072 22.17

Table 4.11: Initial conditions of reactive transport for the test case of Fan et al.

The concentrations of co, and H,O are not included in Table 4.11 since their values

are imposed from the solution of the two-phase two-component H,0-CO, flow.
The physical parameters of the flow parameters are given in Table 4.12.
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Constitutive law Parameters
Capillary pressure law
p. =0 (p; =p,)
Darcy-Muskat’s law
K 0
?a:_ raK(vpa_pa?)’ a:l’g ?: 0 m/sz
Ha —9.81
K =101 m?
Relative permeability
S;—S
k= (5" Si=1s.
— _Q¥)\2(1 _ (C*)2 —Olr
krg - 04(1 Sl ) (1 (Sl ) ) S;r=0.2
Liquid diffusion/dispersion tensor
—>—>T
Dy = Dol +d, 3]+ (d; — dp) 1L D, =1.610"8 m%/s
lq | d,=5m
dT =0.5m

Solid density
ps = 2700 kg/m?>

Porosity
ccaco,Mcaco,
p=1——"—"— Mcaco, = 0.1 kg/mol
P Pinic = 0.18
Liquid density
co
pl(pbxl 298> T) = pbrine(pbsz T)Co
+  pu0-co, (P, x; % T) $=0 .
~ Puo T =50°C (323 K)

The model is based on the results of articles [29]
and [9] and implemented in DuMu®
Liquid viscosity

u;=4.810"*Pa.s

Gas density
P, is a tabulated variable. Tabulated values are
calculated for the model described in [63]
Gas viscosity
Ug(pg, T) = po(T) + Aulpn(pg, T), T)
The model is based on the results of the article
[27] and implemented in DuMu®
Table 4.12: Physical parameters for the test case of Fan et al.

4.5.3.2 Numerical results

The period of simulation is equal to 2000 years. The calculation was performed on a
PC Intel Core i5-2520M CPU @ 2.50GHzx4 with 8 GB of memory. The CPU time was
equal to 15 hours 30 minutes.

The evolution of the gas saturation is represented in Figure 4.18. After 20 years,
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Figure 4.18: Evolution of the gas saturation. Top left: 20 years. Top right : 500 years.
Bottom left: 1200 years. Bottom right : 2000 years.

the injected CO, forms the gas phase plume near to the injection well. After stop of
injection, this plume slowly migrates upward by buoyancy effect until it reaches the top
of the aquifer with no-flux conditions and forms a thin gas phase layer, where gaseous
CO, gradually dissolved into the liquid phase.
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Figure 4.19: Evolution of the dissolved CO, mole fractions in liquid phase. Top left: 20
years. Top right : 500 years. Bottom left: 1200 years. Bottom right : 2000 years.

The dissolved CO,, molar fraction evolution is represented in Figure 4.19. In the
zone where the injected CO, formed the gas phase, some part of COZ(g) dissolves in the
liquid phase. The process of gaseous CO, dissolution continues during the whole period
of simulation and for this reason the distribution area of the liquid CO,), after 2000 years
of simulation, contains all areas where gas was present. The water with dissolved CO,,
which is heavier than pure water, eventually moves downwards under the gravity. After
the long period of simulation, we observe a fingering effect, characteristic of this kind
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of simulations (see also section 3.3.2.3).

o5
T

(¢

A
@

o5
T
ey

Sl

2 ——

A
@

o
[¢)]

IN
@

Figure 4.20: Evolution of pH. Top left: 20 years. Top right : 500 years. Bottom left:
1200 years. Bottom right : 2000 years.

The evolution of H" concentration (in form of pH= —logcy+) is represented in
Figure 4.20. We see that the distribution of H" is strongly correlated with the CO,
concentration. High concentration of CO,, causes the increasing of the liquid phase
acidity.

calcite change calcite change

ca cal

Figure 4.21: Calcite concentration changes (mol/m?®). Negative values indicate disso-
lution. Top left: 20 years. Top right : 500 years. Bottom left: 1200 years. Bottom right
: 2000 years.

The changes of calcite concentration are represented in Figure 4.21. An increase in
the concentration of the dissolved CO, shifts the equilibrium between calcite and ions
presented in the liquid phase, and some part of mineral dissolves. For this reason we
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can see that the picture of the calcite concentration changes reflects the evolution of
CO, distribution.

Aswas mentioned before the chemical system used in our simulations is significantly
different from the chemical systems investigated in Fan et al. [26]. So we couldn’t com-
pare qualitatively our and Fan’s results. For example, in the article [26] the process of
calcite precipitation is observed for both six- and nine-element chemical system. In our
simulations we observe in opposite the calcite dissolution. The main reason for such
difference is that in Fan et al. work the reaction between calcium and liquid ions is per-
formed in close connection with other reactions of mineral precipitation/dissolution.
In particular, calcium ions are involved not only in chemical reaction with calcite but
also with anorthite and dolomite. And in Fan et al. results we observe that the dissolu-
tion of anorthite produces the required number of calcium ions for calcite precipitation.
In our simulations for the reasons stated previously we had to eliminate all reactions
with minerals, except calcite precipitation/dissolution reaction. The obtained chemi-
cal system no-longer contains the reaction that produces additional calcium ions and
therefore we observe the calcite dissolution and not precipitation.

4.5.4 Concluding remarks on the numerical examples.

After having carried out the three test cases, we are able to draw the following conclu-
sions:

e the numerical simulator developed on the basis of the proposed decoupling algo-
rithm is capable to reproduce test examples taken from the literature,

e comparing two variants of the SHPCO2 Benchmark with immobile and mobile
gas phase, we figure out that the transport process in the gas phase has a strong
influence on the simulation results,

e the picture of system parameters evolution obtained in numerical simulations for
Saatlink et al. test case coincides in many aspects with results of Saatlink et al,

o the revealed differences in results of Saatlink et al. test case are possibly explained
by not accurate choice of the chemical equilibrium constants and by differences
in the implementations of the phase switch,

e the preliminary 3D simulations demonstrated the abilities of developed numerical
simulator for performing three-dimensional calculations.
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